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Abstract
The complex physical processes in a typical coastal aquifer system with transient inputs to numerical simulation models 
(NSM) result in substantial computational burden in a coupled simulation–optimization (S/O) approach. In such situations, 
an approximate emulator of the complex physical processes provides a computationally efficient alternative to the NSM. 
The reliability of these surrogate models (SM) within the coupled S/O approach depends on how accurately they capture the 
trend of the underlying physical processes. Moreover, these SMs are often associated with prediction uncertainties, which 
hinder optimality of the solution of the coupled S/O methodology. In this review article, we summarize ensemble approach 
of combining data-driven SMs to address this prediction uncertainty. Different techniques of ensemble formation as well as 
their relative advantages and disadvantages are also discussed. Although a wide range of data-driven SMs have been used 
to approximate associated physical processes of coastal aquifers, the use of ensemble SMs is quite limited. Moreover, these 
ensemble-based modelling approaches are based on manipulating the training data set, i.e., using different realizations of 
training data set to train individual SMs within the ensemble. Although ensemble formation by combining multiple SMs 
based on different algorithms can be found in other application domains, the application of ensemble SMs in the predic-
tion of saltwater intrusion processes has not been developed yet. In addition, more advanced ensemble surrogate-modelling 
approaches are yet to be established in the context of developing regional scale saltwater intrusion management models.

Keywords Coastal aquifer · Ensemble · Surrogate model · Coupled simulation–optimization · Saltwater intrusion · 
Management model

1 Introduction

Groundwater flow and transport processes in a typical 
coastal aquifer system are dynamic, non-linear, and complex 
in nature. Simulation of these complex physical processes to 
predict future scenarios of saltwater intrusion requires three-
dimensional (3D) density-dependent coupled flow and solute 
transport numerical simulation models (NSM). These simu-
lation models need to incorporate real-world aquifer pro-
cesses in the form of initial and boundary conditions, model 
parameters, and transient model inputs. Density-dependent 

saltwater intrusion problems are typically solved by utiliz-
ing finite-difference approximation for the variable-density 
groundwater flow and transport equations, e.g., SEAWAT 
(Langevin et al. 2007) or by a finite-element-based density-
dependent coupled flow and salt transport equations such 
as FEMWATER (Lin et al. 1997) and HydroGeoSphere 
(Therrien et al. 2010). HydroGeoSphere provides an addi-
tional feature of coupling surface and subsurface domain of 
the model boundary. Complexity of the associated physical 
processes and the simulation model itself determines the 
number of model parameters and inputs, which significantly 
increases computational time required to run the model. A 
typical study area consisting of a portion of a coastal aquifer 
with spatial pumping and saltwater concentration monitoring 
locations is shown in Fig. 1 (after Roy and Datta (2017c)).

Model complexity and longer runtimes constrain the utili-
zation of NSMs in applications, where repetitive use of such 
models is necessary, e.g., in a coupled simulation–optimi-
zation (S/O) approach to develop a regional scale saltwater 
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intrusion management model. In a coupled S/O approach, 
the optimization algorithm calls numerical models’ several 
thousand times to derive an optimal solution. Therefore, the 
use of NSM in a coupled S/O approach is constrained by 
huge computational burden because of this multiple calls 
of the complex NSM within the optimization framework 
(Mantoglou and Papantoniou 2008; Dhar and Datta 2009). 
For instance, a coupled S/O approach for a small 3D coastal 
aquifer may require as large as 30-day computer run time 
(Dhar and Datta 2009). Therefore, replacing the original 
NSM by a reasonably accurate surrogate model (SM), which 
is trained and tested using solution results obtained from an 
NSM, is a promising approach that has been used to achieve 
computational efficiency in the design and optimization of 
computationally intensive problems (Goel et al. 2007). In 
a coupled S/O approach, SMs serve as computationally 
efficient proxies or emulators of the complex physical pro-
cesses to replace time consuming and memory intensive 
NSMs (Blanning 1975). The previous studies of saltwater 
intrusion management modelling utilized different SMs as 
computationally efficient substitutes of complex NSMs in 
optimization formulations. The most commonly used SMs 
are based on artificial neural network (ANN) (Bhattacha-
rjya and Datta 2005; Bhattacharjya et al. 2007; Kourakos 
and Mantoglou 2009; Sreekanth and Datta 2011c), genetic 
programming (GP) (Sreekanth and Datta 2010, 2011a, b), 
multivariate adaptive regression splines (MARS) (Roy and 

Datta 2017c, 2018b), and adaptive neuro fuzzy inference 
system (ANFIS) (Roy and Datta 2017d).

However, these SMs are always associated with certain 
amount of prediction uncertainty that may propagate to the 
optimization routine, and may affect optimality of solutions 
(optimal groundwater extraction strategies). Rajabi and Ket-
abchi (2017) proposed a probabilistic emulator, gaussian 
process regression (GPR) to address epistemic and aleatory 
uncertainty in developing management strategy in coastal 
groundwater for single-objective problem settings. Although 
using GPR alone to handle uncertainty in surrogate model-
ling is well justified (Rajabi and Ketabchi 2017; Sun et al. 
2014), investigating ensembles of GPR surrogates to further 
reduce the prediction uncertainty is still important. Moreo-
ver, a standalone SM often fails to extract true trends in the 
data from the total decision space. An ensemble of SMs 
can be an effective tool for extracting accurate trends in the 
data, and may protect against single SM having inadequate 
generalization capabilities (Goel et al. 2007). The ensemble 
approach essentially serves as an effective way of accounting 
for model uncertainty (Sreekanth and Datta 2011b). Ensem-
ble is an approach to integrate two or more similar or unalike 
algorithms or base learners, often called SMs or meta-mod-
els. The idea is to develop a more reliable and robust system 
that incorporates each individual learners’ unique feature 
to predict the future scenario. Each individual member of 
the ensemble has different input–output mapping functions 

Fig. 1  Illustrative study area showing model boundaries and well locations (after Roy and Datta (2017c))
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based on the understanding of the associated physical pro-
cesses of the system. Therefore, these individual SMs are 
supposed to provide varied predictions on the response vari-
able based on their own mapping functions. The final predic-
tion obtained from the ensemble is likely to be less biased 
and more robust, reliable, and accurate than any of the indi-
vidual members of the ensemble. However, care should be 
taken to maintain adequate accuracy and sufficient diversity 
of the individual models.

Accuracy of the individual SMs is achieved using the 
right choice of models and by adjusting the associated 
parameters of the selected model. Diversity of the individ-
ual SMs within the ensemble is maintained by integrating a 
wide range of SMs or using a single SM in which training 
data realizations can be obtained by any suitable random 
sampling strategy. Combination of multiple SMs based on 
different algorithms to construct an ensemble can be found 
in other water resources’ management problems (Jovanović 
et al. 2015; Melin et al. 2012). In saltwater intrusion man-
agement problems, the diversity of individual members of 
the ensemble is obtained through different realizations of 
training data set either by nonparametric bootstrap sampling 
(Sreekanth and Datta 2011b) or by random sampling without 
replacement (Roy and Datta 2017c, d) technique.

Ensemble-based surrogate-modelling approach is no 
doubt associated with an increased computational cost (Sun 
et al. 2014) as the ensemble is formed by integrating two 
or more individual models. Each individual member of the 
ensemble is often coupled externally to the optimization 
algorithm as a binding constraint to derive a meaningful 
global Pareto optimal groundwater extraction strategy to 
control saltwater intrusion (Roy and Datta 2017c, d; Sree-
kanth and Datta 2011b). For multi-objective formulations, 
computational time requirement becomes an issue, where 
the problem has reasonably higher numbers of decision vari-
ables. In addition, an adequate number of SMs within the 
ensemble have to be used as binding constraints to calculate 
the output within the optimization formulation. Such situa-
tions demand further efficiency in computation time that can 
be achieved by utilizing a parallel-processing strategy (Ket-
abchi and Ataie-Ashtiani 2015a) or any other high-perform-
ing computing techniques. In parallel-processing strategy, 
the objective functions and constraints of the multi-objective 
saltwater intrusion problem are distributed to a parallel pool 
of workers to reduce the computational burden. This can be 
achieved by using the physical cores of a single PC or by a 
network of PCs. The previous studies on saltwater intrusion 
management problems utilized physical cores of a standard 
PC for parallel computation of objective functions and all 
constraints of the management problem (Ketabchi and Ataie-
Ashtiani 2015a; Roy and Datta 2017b, c, d).

Recent literature addresses several criteria to analyze 
ensemble surrogate-modelling approaches in coupled 

S/O-based saltwater intrusion management problems. These 
include quantifying computational gain, measuring nearness 
to represent original simulation model by capturing the rel-
evant processes accurately, and addressing uncertainty of 
prediction induced by SMs. Computational efficiency is one 
of the most important issues that can be assessed by quanti-
fying the number of input–output patterns (obtained through 
running complex simulation model) required to train and 
validate the individual SMs within the ensemble. Gaining 
computational efficiency can also be assessed by compar-
ing efforts required to direct linking of simulation model vs 
SMs within the optimization algorithm. In this review arti-
cle, commonly used data-driven SMs used to approximate 
density-dependent coupled flow and salt transport processes 
in coastal aquifers are discussed. In particular, ensemble of 
individual SMs to achieve more reliable and robust pre-
diction of the underlying processes as well as to address 
prediction uncertainty is also highlighted. Efforts to reduce 
the computational burden of the ensemble-based surrogate-
modelling approaches in saltwater intrusion management 
problems are also discussed.

2  Data‑Driven SMs

Surrogate models are intended to replace complex NSMs 
within a coupled S/O approach to reduce the computational 
burden during the search process of global optimal solu-
tion in saltwater intrusion management problems for coastal 
aquifers. SMs are especially advantageous in situations, 
where the use of NSMs is infeasible, and where an approxi-
mate and reliable representation of the NSM is sufficient. 
In general, a typical data-driven SM can be represented by

where Youtput(x) represents output from the NSM at point x , 
youtput(x) denotes predicted output from the SM, and � is an 
error term that represents error between NSM outputs and 
SM predictions. The aim is to minimize this error term as 
much as possible by selecting appropriate SMs for specific 
problems at hand and by obtaining optimum sets of param-
eters for the selected SMs. In this section, commonly used 
SMs and their application in saltwater intrusion management 
problems are discussed.

2.1  Adaptive Neuro Fuzzy Inference System (ANFIS)

An adaptive neuro fuzzy inference system (ANFIS) is a 
multiple layer adaptive fuzzy inference system (FIS) that 
incorporates the concepts of both an ANN and fuzzy set 
theory (Jang 1993). ANFIS has attained considerable atten-
tion in recent years as an effective computational tool for 
application in multi-dimensional fields (Jang et al. 1997). 

(1)Youtput(x) = youtput(x) + �,
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ANFIS-based SMs are able to map non-linear relationships 
between the predictor and response variables, and are bet-
ter suited for modelling non-linear processes (Sugeno and 
Yasukawa 1993; Takagi and Sugeno 1985). A Sugeno-type 
ANFIS is simple in model structure and has better learning 
capabilities compared to other types of ANFIS structures 
(Jang et al. 1997). Fuzzy if–then rules for an ANFIS struc-
ture based on the principle of first order Sugeno FIS can be 
expressed as

where � and � are two inputs.
A typical ANFIS structure has five layers. These are a 

fuzzy layer, a product layer, a normalized layer, a defuzzi-
fication layer, and a total output layer. Each layer contains 
several nodes described by the corresponding node func-
tions. Inputs are fuzzified in layer 1 whereas outputs are 
defuzzified in layer 4. Parameters in layer 1 are referred to 
as premise parameters whereas the parameters in layer 4 are 
referred to as consequent parameters of the rules. In layer 5, 
the single node computes the final output as the summation 
of all incoming signals. Interested readers are directed to 
Jang et al. (1997) for detailed description of each of these 
layers and the associated node functions.

2.2  Artificial Neural Network (ANN)

An artificial neural network (ANN) approximates physi-
cal processes by mapping predictor–response relationships 
through a learning approach that mimics human-reasoning 
process. The network consists of several synaptically con-
nected artificial neurons. A set of optimal weights for these 
neurons are obtained through learning process. This abil-
ity to learn from prior knowledge using predictor–response 
training patterns makes it possible to apply ANN-based SMs 
for prediction of saltwater intrusion processes (Bhattacha-
rjya et al. 2007) as well as for developing saltwater intru-
sion management models (Bhattacharjya and Datta 2009; 
Sreekanth and Datta 2011c) in coastal aquifers. The pre-
dictor–response mapping is encoded in a properly trained 
and validated ANN structure that can be used later to pre-
dict future scenarios with an entirely unseen set of testing 
data. Feedforward backpropagation neural network (FFNN) 
and modular neural network (MNN) are two of the com-
monly used ANN models used to develop saltwater intru-
sion management models in coastal aquifers (Sreekanth 
and Datta 2010; Bhattacharjya and Datta 2009). A typical 
ANN architecture consists of an input layer, an output layer, 
and one or more hidden layers of neurons. The neurons in 

(2)
Rule 1 ∶ If � is P1 and � is Q1 then f1 = p1� + q1� + r1

(3)
Rule1 ∶ If � is P2 and � is Q2 then f2 = p2� + q2� + r2,

subsequent layers are entirely interconnected through adapt-
able weighted connections. During training, the backpropa-
gation algorithm use gradient descent technique to mini-
mize the error between the actual responses and the ANN 
predictions. However, utilizing a weight matrix for training 
and larger complexity of the “black-box” ANN model struc-
ture are the main disadvantages of ANN-based modelling 
approaches (Rezania et al. 2008).

2.3  Evolutionary Polynomial Regression (EPR)

Evolutionary polynomial regression (EPR) (Giustolisi and 
Savic 2006) is a hybrid data-driven-based SM that combines 
the features of traditional regression techniques with genetic 
programming and symbolic regression approach. Unlike 
“black-box” data-driven models, e.g., ANN, the EPR-based 
SMs are simple mathematical formulations. Despite sim-
plicity in the model formulation, EPR-based models dem-
onstrated better performance when compared to GP and 
ANN-based modelling techniques (El-Baroudy et al. 2010). 
EPR was used as a computationally efficient substitute of 
the complex NSM within the coupled S/O methodology to 
control saltwater intrusion in coastal aquifers (Hussain et al. 
2015). The study utilized three management scenarios com-
prising of simultaneous use of water abstraction and aqui-
fer recharge for controlling saltwater intrusion in a coastal 
aquifer system. The performance of each management sce-
nario was evaluated through a multi-objective formulation 
of the management problem. The two objectives considered 
were minimizing the cost of management and minimizing 
the salinity levels in the aquifer.

2.4  Fuzzy Inference System (FIS)

Fuzzy inference system (FIS) (Jang et al. 1997) based on 
fuzzy set theory has received considerable attention, and 
it is recognized as a successful computing framework due 
to its capability of application in multi-dimensional fields. 
FIS is capable of capturing non-linear relationships between 
predictor and response variables, and is an effective tool 
to model non-linear systems (Sugeno and Yasukawa 1993; 
Takagi and Sugeno 1985). A Sugeno-type FIS, also known 
as Takagi–Sugeno–Kang model (Sugeno 1985), is ideal for 
this non-linear mapping of predictor–response relationships. 
The computational framework of a Sugeno FIS follows the 
theory of fuzzy logic that combines fuzzy set theory, fuzzy 
if–then rules, and fuzzy reasoning. The basic structure of 
the FIS is composed of three components: (1) a rule base 
consisting of fuzzy if–then rules; (2) a database that deter-
mines the type, size, and number of membership functions 
(MF) used in the fuzzy rules; and (3) a reasoning mechanism 
that accomplishes the inference process (Jang et al. 1997). 
FISs can be used for non-linear mapping of predictor and 
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response spaces utilizing a number of these fuzzy if–then 
rules.

2.5  Gaussian Process Regression (GPR)

Gaussian process regression (GPR) (Rasmussen and Wil-
liams 2005) is a flexible, nonparametric, and probabil-
ity-based stochastic approach used to build non-linear 
approximation models that are able to provide probabilis-
tic information on prediction. In GPR approach, the way a 
machine learns is formulated within a Bayesian framework 
in which model variables are considered as random variables 
drawn from a Gaussian distribution (Bazi et al. 2012). GPR 
is a nonparametric modelling approach, i.e., no assumption 
is made about the shape of the function to estimate. GPR 
provides a “principled, practical, and probabilistic approach 
to learning in kernel machines” (Rasmussen and Williams 
2005). As a popular artificial intelligence tool, GPR has been 
successfully applied in many engineering problems (For-
rester et al. 2008). GPR provides a flexible Bayesian frame-
work to identify a non-linear predictor–response mapping 
from a set of training data (Sun et al. 2014). In GPR-based 
approach, the response, Y  , is related to the predictors, X(k) , 
such that Y = f (X(k)) + � , where � is a Gaussian noise with 
variance �2

n
 (Bishop 2006). A Gaussian process is entirely 

indicated by its mean and covariance functions. For a real 
function f (x) , the mean and covariance functions are defined 
as

Finally, the Gaussian process can be written as

The mean function provides a description of the expected 
value of the function at any particular point within the input 
space. On the other hand, covariance function defines prox-
imity (nearness) or resemblance (similarity) between the 
predictor values xi and the response (target) value yi (Ras-
mussen and Williams 2005). The covariance function is 
considered as the most important and influential element of 
GPR models. The parameters related to the mean and covari-
ance functions are called free parameters or hyperparam-
eters. The properties of predictive probability distribution 
are defined by these hyperparameters, the values of which 
are obtained by maximizing log-likelihood function of the 
training data (Rasmussen and Williams 2005).

In coastal groundwater management problems, Rajabi 
and Ketabchi (2017) proposed the use of GPR-based SMs 

(4)Mean function:m
(
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to replace the complex NSM to achieve computational effi-
ciency of an uncertainty-based single-objective optimiza-
tion formulation. The potential applicability of this prob-
ability and uncertainty-based SM to achieve computational 
efficiency and reliability in multi-objective saltwater intru-
sion management problems in coastal aquifers is yet to be 
investigated.

2.6  Genetic Programming

Genetic programming (GP) (Koza 1994) models are genetic 
algorithm (GA)-based computer programs evolved from 
Darwinian principle of natural selection. GPs are intended 
to perform specific tasks through a search technique that 
applies GA to computer programming (Koza 1994). The 
working principle of GP is similar to GA as GP also starts 
with an initial population that compounds the randomly gen-
erated chromosomes (Wang et al. 2009a). GPs are used to 
obtain the best-fit computer programs that can be employed 
to predict future scenarios when presented with a set of pre-
dictors. GPs have successfully been utilized as computation-
ally efficient substitutes of complex NSMs in a coupled S/O 
approach for developing saltwater intrusion management 
problems (Sreekanth and Datta 2011b).

2.7  Multivariate Adaptive Regression Spline (MARS)

Multivariate adaptive regression spline (MARS) (Fried-
man 1991) utilizes an adaptive search space methodology 
in which the search space is modified through integrating 
both a forward and a backward stepwise procedure. Initially, 
MARS builds a relatively complex model through incor-
porating modeller-specified number of basis functions, and 
using all the predictors. Later, the optimum number of basis 
functions and the most influential predictors are selected 
parsimoniously to eliminate irrelevant predictors in deter-
mining the response (SPM 2016). This backward step keeps 
the developed MARS model as simple as is required, and 
rules out the possibility of model overfitting. MARS is a 
nonparametric adaptive regression technique that is consid-
ered to be a rapid, flexible, and accurate artificial intelligence 
technique suitable for predicting both continuous and binary 
responses (SPM 2016). Learning process of MARS is asso-
ciated with dividing the entire solution space into different 
intervals of predictors. Afterwards, the MARS-based predic-
tion models are developed by fitting individual splines or 
basis functions to each interval (Bera et al. 2006). MARSs 
are nonparametric and adaptive emulators in which no prior 
assumption is made for the functional relationship between 
the predictors and responses, rather this relationship is built 
in an adaptive manner (Friedman 1991). A set of coeffi-
cients and basis functions determined by the training data 
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is used to develop this functional relationship. MARS pro-
duces simple and easy-to-interpret models by capturing the 
predictor–response mapping from a high-dimensional data 
pattern (Zhang and Goh 2016). MARS is parsimonious in 
selecting the most influential predictors based on the relative 
importance of predictors in determining the response.

The predictor–response mapping of a typical MARS 
model can be expressed as (Roy and Datta 2017c)

where i and j are the indices for basis functions and input 
variables (groundwater extraction), respectively.

2.8  Radial Basis Function (RBF)

Radial basis function (RBF) uses linear combinations of m 
radially symmetric functions h(x) to approximate response 
functions as

where w is the coefficient of the linear combinations, h is the 
radial basis functions, and �i is independent errors with equal 
variance �2 . Radial basis functions are a special class of 
functions, whose main feature is that the response decreases 
(or increases) monotonically with distance from a central 
point. The centre, the distance scale, and the precise shape 
of the radial function are the parameters of the model.

A typical radial function is the Gaussian, which is (in the 
case of a scalar input):

An RBF model can be expressed as

3  Application of Different Data‑Driven SMs 
in Saltwater Intrusion Management

This section provides a comparative evaluation of the perfor-
mances among different SMs used in developing saltwater 
intrusion management models in coastal aquifers. ANNs 
are the most widely used emulators of complex physical 
processes to reduce computational complexity of a coupled 
S/O approach. ANN-based emulators were first introduced 
to derive optimal pumping management strategies within a 

(7)
BFi(X) = max

(

0,Xj − p
)

OR

= max
(

0, p − Xj

)

(8)Y = f (X) = q ± rk × BFi(X),

(9)yi =

m
∑

i=1

wihi(x) + �i,

(10)h(x) = exp

(

−
(x − c)2

r2

)

.

(11)y = Hw + �V(�) = �2.

coupled S/O approach in which the ANN-based emulator 
was coupled to a non-linear optimization algorithm (Rogers 
et al. 1995). Yan and Minsker (2006) proposed a dynamic 
modelling approach using ANN within a GA-based opti-
mization algorithm and demonstrated that the proposed 
approach was able to save 85–90% of the simulation model 
calls while maintaining adequate accuracy of the optimal 
solutions for a single-objective optimization formulation. 
Bhattacharjya and Datta (2009) applied ANN as an approxi-
mate simulator of the density-dependent coupled flow and 
salt transport processes in a coastal aquifer. In their study, an 
ANN-based emulator was coupled with GA within a coupled 
S/O approach for a multiple objective problem setting. How-
ever, in situations, where the number of decision variables 
is quite large, the resulting ANN structure might be very 
complex and would be difficult to train. To solve this issue, 
Kourakos and Mantoglou (2009) proposed modular neural 
network (MNN) as an approximate emulator of the NSM in 
a pumping optimization problem in coastal aquifers. Dhar 
and Datta (2009) and Sreekanth and Datta (2011c) also dem-
onstrated the capability of ANN-based emulators to achieve 
computational efficiency in achieving non-dominated Pareto 
optimal front for multiple objective saltwater intrusion man-
agement of coastal aquifers. However, ANN models suffer 
from different limitations despite achieving computational 
efficiency in a coupled S/O approach and making the sur-
rogate-based coupled S/O approach for saltwater intrusion 
management problem feasible. These drawbacks of ANN 
models include proneness to premature convergence in local 
minima, the “black-box” nature of the models, higher com-
putational burden, and susceptibility to model overfitting 
(Holman et al. 2014). In addition, ANN models have stabil-
ity issues for smaller number of input–output training data 
sets (Hsieh and Tang 1998). Moreover, the architecture of 
the ANN has to be fixed a priori, i.e., the number of hidden 
layers and nodes need to be chosen before ANN training 
starts with the training data set (Hussain et al. 2015).

Considering the drawbacks of ANN models, research-
ers have been continuing to search for a better SM that can 
provide a reliable and global Pareto optimal solution within 
the coupled S/O approach. Consequently, GP was found to 
be more reliable, flexible, and accurate to approximate salt-
water intrusion processes prediction (Sreekanth and Datta 
2011a). A couple of research works demonstrated the poten-
tial applicability GP to develop multiple objective saltwater 
intrusion management problems in coastal aquifers. These 
include demonstration of the superiority of GP models over 
ANN (Sreekanth and Datta 2011a) and MNN (Sreekanth and 
Datta 2010)-based SMs. GPs are able to identify the relative 
importance of input variables in determining the output vari-
able. This parsimonious selection process of input variables 
helps develop better and efficient SMs (Sreekanth and Datta 
2010). GP, an explicit mathematical formulation (Shiri and 
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Kişi 2011), produces simple regression models (Sreekanth 
and Datta 2011a) that can be coupled easily within an opti-
mization algorithm to achieve computational efficiency in 
coupled S/O methodology. However, GP requires extensive 
training time for evaluating millions of model structures 
before finding the optimal structure (Sreekanth and Datta 
2011a). Besides, GP suffers from being trapped in local 
minima (Pillay 2004). In searching for the best-fit expres-
sion of a m-dimensional function F of input X as a set of 
m input parameters, a set of constants represented by � are 
generated as non-adjustable constants and do not essentially 
represent optimal values. As a consequence, the so-called 
global search process of GP can be unable to develop good 
structures of F for predicting the output, Y  represented by 
Y = F(X, �) (Hussain et al. 2015).

To overcome some of the limitations of ANN and GP, 
Giustolisi and Savic (2006) proposed a hybrid data-driven 
approach EPR that integrates traditional numerical regres-
sion techniques, GP, and symbolic regression techniques in a 
general framework. Hussain et al. (2015) utilized EPR-based 
SMs to approximate the physical processes of non-linear and 
computationally complex coastal aquifer systems subjected 
to seawater intrusion. A multi-objective saltwater intrusion 
management model was developed by integrating the devel-
oped EPR model within a coupled S/O approach to evaluate 
the performance of different combinations of hydraulic bar-
riers in controlling saltwater intrusion. They demonstrated a 
satisfactory non-linear mapping capability of EPR models to 
approximate complex physical processes of coastal aquifers 
and to develop multi-objective saltwater intrusion manage-
ment models. However, in general, polynomial regression 
has stability problems when the polynomial order is high 
for polynomial fits. In addition, individual observations of 
the training data sets can have an unexpected influence on 
remote parts of the curve in polynomial regression (Green 
and Silverman 1993).

RBF is quite simple in formulation (Sóbester et al. 2014), 
and easy to implement in any number of dimensions with 
a reasonable accuracy for certain types of radial functions 
(Piret 2007). Christelis et al. (2017) used a cubic RBF model 
augmented with a linear polynomial tail as an SM for a 
single-objective pumping optimization problem of coastal 
aquifers under limited computational budgets. They showed 
that cubic RBF-based optimization provides better sample 
means when compared to direct optimization with HydroGe-
oSphere under specified computational budgets. Christelis 
and Mantoglou (2016) also utilized a cubic RBF as a compu-
tationally efficient substitute of HydroGeoSphere to develop 
a single-objective pumping optimization problem in coastal 
aquifers. The stability of RBF-based surrogate-modelling 
approach is an issue that relates to the distances of the points 
in the training data set. However, the computational cost is 

not critical particularly for nonparametric formulations, e.g., 
thin plate spline or cubic RBF.

Fuzzy logic-based approximate simulators, FIS are useful 
tools for non-linear mapping of predictor–response relation-
ships of complex physical processes (Jang 1993). This non-
linear mapping is performed by utilizing fuzzy IF–THEN 
rules that incorporate human expert knowledge or common 
sense to address the problem (Cherkassky 1998). FISs pro-
vide accurate predictions with less computational require-
ments (MATLAB 2017) and are suitable for predicting 
multiple outputs using a single-global FIS architecture for 
multiple output problems (Roy and Datta 2017a). A Sugeno-
type FIS was successfully utilized to approximate density-
dependent coupled flow and solute transport processes in a 
coastal aquifer system (Roy and Datta 2017a). Based on the 
computational efficiency and the accuracy of prediction, the 
authors recommend this FIS model as a good candidate for 
linking within a coupled S/O approach to develop regional 
scale saltwater intrusion management model. Later, Roy and 
Datta (2018a) investigated the quality of the Pareto optimal 
groundwater extraction patterns produced by the FIS model 
within the optimization routine.

Adaptive SMs have recently been used to develop salt-
water intrusion management models in coastal aquifers to 
prescribe optimal groundwater extraction patterns to con-
trol saltwater intrusion. ANFIS (Jang et al. 1997)-based 
surrogate-modelling approach was used to develop optimal 
groundwater pumping strategy in coastal aquifers using a 
coupled S/O approach in which ANFIS model replaces the 
complex NSM (Roy and Datta 2017d). The application of 
another adaptive surrogate model, MARS (Friedman 1991), 
can also be found in the recent literature of saltwater intru-
sion management problem in a multi-layered coastal aqui-
fer system (Roy and Datta 2017c, 2018b). An ensemble of 
MARS (En-MARS) was proposed by Roy and Datta (2017c) 
to reduce the prediction uncertainty of surrogate modelling. 
While providing a very good prediction accuracy, MARS 
and En-MARS models are also very efficient in terms of 
computational requirement, i.e., in searching for global 
Pareto optimal solution after 3990,401 function evaluations, 
the optimization routine using En-MARS took only 76 min 
(Roy and Datta 2017c). Although the computational time 
required to obtain the global Pareto optimal solution using 
En-ANFIS model is not provided in Roy and Datta (2017d), 
the complex nature of ANFIS-based modelling approaches 
suggests a relatively better prediction accuracy with the cost 
of additional computational requirements.

Gaussian process-based SM has recently been applied 
in a coastal groundwater management problem utilizing 
an uncertainty-based coupled S/O approach (Rajabi and 
Ketabchi 2017). The authors demonstrated that GPR-based 
emulators significantly reduce the computational time of 
the coupled S/O approach while providing a reliable and 



200 D. K. Roy, B. Datta 

1 3

acceptable prediction accuracy with no bias and with low 
statistical dispersion.

4  Computational Effort Needed to Generate 
the Number of Training Patterns Required 
to Train Data‑Driven SMs

Surrogate models require a sufficiently large set of pre-
dictor–response data sets usually obtained either from the 
real-field data or from a physically-based NSM. The latter 
is usually used in situations, where obtaining real-field data 
is difficult, i.e., in developing a coastal groundwater pump-
ing management strategy utilizing a coupled S/O methodol-
ogy. In this methodology, input data set comprises spatially 
and temporally variable groundwater extraction patterns 
obtained from a set of production bores and barrier extrac-
tion wells or recharge wells. However, it may be quite time 
intensive and computationally inefficient or even unrealistic 
to generate hundreds to thousands of predictor–response pat-
terns by simulating the original model to develop a reason-
ably accurate SM (Sreekanth and Datta 2015). These large 
numbers of training patterns are associated with enormous 
computational requirement especially for simulating 3D den-
sity-dependent coupled flow and solute transport processes 
in coastal aquifers with spatially and temporally variable 
groundwater extraction patterns as inputs to the NSM.

The required number of predictor–response array 
depends on the number of predictors as well as on the 
considered SM. Therefore, for a large-dimensional prob-
lem, the right choice of SMs is the crucial first step of 
developing a saltwater intrusion management model. After 
deciding on the appropriate SM for a specific problem, 
the usual practice in saltwater intrusion modelling is to 
generate a sufficiently large number of transient input pat-
terns by any suitable sampling strategy. For instance, LHS 
(Pebesma and Heuvelink 1999) technique was utilized to 
generate spatially and temporarily varying groundwater 
extraction patterns within the practical limit of 0–1300 m3/
day from a set of production bores and barrier extraction 
wells (Sreekanth and Datta 2011c; Roy and Datta 2017a, 
b, c; Bhattacharjya and Datta 2009). These input patterns 
were then fed to the NSM to obtain the corresponding 
saltwater concentrations as outputs. A sufficiently large 
number of input–output data pairs are usually generated, 
and the training of SM starts with a certain number of such 
patterns and adding the input–output patterns incremen-
tally until no significant improvement is achieved by the 
addition of further data pairs (Sreekanth and Datta 2011c; 
Roy and Datta 2017a). Although this technique demands a 
significant computational time, the SMs thus obtained are 
able to capture the nearly true trend of the input–output 
relationships from the entire decision space. These SMs 

when coupled to an optimization algorithm allow obtain-
ing optimal groundwater extraction values from the entire 
decision space of the input variables.

Recently, researchers have focused on reducing the 
required training patterns to train the SM adaptively using a 
relatively small number of training patterns (Sreekanth and 
Datta 2014b; Kourakos and Mantoglou 2009; Papadopou-
lou et al. 2010; Christelis and Mantoglou 2016; Sreekanth 
and Datta 2010). Adaptive training of SMs is able to reduce 
the number of training patterns significantly in developing 
a reasonably accurate approximate emulator of the density-
dependent coupled flow and salt transport processes (Sree-
kanth and Datta 2010; Christelis and Mantoglou 2016). For 
adaptive training of MNN and GP-based SMs, Sreekanth 
and Datta (2010) utilized an expanding set method in which 
more and more training patterns generated by the optimiza-
tion strategy are added to the initial training pattern based 
on the direction of search. Initially, trained SMs with the 
limited training pattern are used in conjunction with an 
optimization algorithm to find the near optimal solution. 
In this approach, initial approximate optimal solutions are 
obtained utilizing the SM based on the limited training data 
covering the entire feasible range of solution. However, once 
an approximate optimal solution is obtained using the SM, 
additional training data can be generated near this approxi-
mate optimal solution. These new training data are utilized 
for retraining the SM near the approximate optimal solution 
for improved accuracy. Then, the optimization routine is re-
run to obtain an optimal solution that is more accurate. The 
process is continued until the desired level of accuracy of 
the SM is achieved.

Christelis and Mantoglou (2016) developed an online-
training scheme of RBF-based SM that is embedded within 
an optimization algorithm. Their approach was also associ-
ated with adding infill points to the initial sampling plan 
using the current best solutions found by the RBF model dur-
ing the optimization operations. This infill strategy favours 
a fast improvement of the RBF model at the region of the 
current optimum (local exploitation). However, it neglects 
the global improvement of the SM and might fail to identify 
the region of the global optimum (Forrester et al. 2008). 
In this approach, SMs are based on the local optimal solu-
tions of the optimization process, and provide more accurate 
predictions at limited regions of the total decision space of 
the input variables. Moreover, this approach does not ignore 
going back to the NSM repeatedly to evaluate the current 
best solutions. While trying to achieve the computational 
efficiency associated with generating required input–output 
patterns for SM training, this approach ignores the accuracy 
and uncertainty of the SM predictions.

Reducing dimension of the optimization problem utilizing 
zonation approach (Ataie-Ashtiani et al. 2014) is also evi-
denced to reduce the required number of training patterns to 
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develop accurate SMs. Nevertheless, the number of required 
input–output training patterns depends on the complexity 
of the system and the number of decision variables. For a 
relatively complex problem, large number of input–output 
training patterns may be necessary to develop a sufficiently 
reliable and accurate SM.

5  Ensemble of Surrogate Models to Improve 
Prediction Accuracy and Reduce 
Prediction Uncertainty

Many researches on coupled S/O approach emphasized the 
use of computationally efficient SMs to achieve global opti-
mal solution within a reasonable computational cost. Most 
of the saltwater intrusion management models utilized a sin-
gle SM coupled to an optimization algorithm. These include 
utilization of a single SM either for a single-objective prob-
lem formulation (Ataie-Ashtiani et al. 2014; Christelis and 
Mantoglou 2016; Christelis et al. 2017; Kurtulus and Razack 
2010; Rajabi and Ketabchi 2017) or for a multiple objective 
saltwater intrusion management problems (Bhattacharjya 
and Datta 2009; Dhar and Datta 2009; Roy and Datta 2017b, 
c, d; Sreekanth and Datta 2010, 2011b; Hussain et al. 2015). 
However, such an SM when coupled within the optimization 
algorithm may provide a misleading global optimal solution 
(Hou et al. 2017). An ensemble of such SMs may provide 
better accuracy in prediction, and help in providing better 
optimal solutions in a coupled S/O methodology (Sreekanth 

and Datta 2011b; Roy and Datta 2017c). The reason why 
an ensemble of SMs is preferred is that a standalone SM 
often fails to capture the underlying predictor–response 
relationships within the feasible regions of the input space. 
However, very little work has been conducted on the use 
of ensemble of SMs to address prediction uncertainty of 
surrogate modelling as well as to achieve a reliable global 
Pareto optimal solution (Roy and Datta 2017c, d; Sreekanth 
and Datta 2011b, 2014a, b). A saltwater intrusion manage-
ment model utilizing ensemble-based coupled S/O approach 
is represented schematically, as shown in Fig. 2.

Ensemble of SMs can improve robustness of the predic-
tions by extracting true trends in the data while protecting 
against single wrong SM by reducing the impact of poor 
predictions by the model (Goel et al. 2007). An ensemble 
surrogate-modelling approach is supposed to provide better 
prediction capability than individual models, because the 
ensemble is built by integrating the outputs from all indi-
vidual models of the ensemble (Jovanović et al. 2015; Roy 
and Datta 2017c; Sreekanth and Datta 2014b). However, 
an ensemble should be developed from individual models 
that are adequately diverse and reasonably accurate in their 
own prediction capabilities. Accuracy of the individual 
SMs within the ensemble can be achieved by selecting the 
appropriate surrogate models. Nevertheless, selecting dif-
ferent SMs based on various available algorithms (e.g., 
ANN, ANFIS, RBF, MARS, etc.) for a specific problem 
may also require substantial time involving exploration and 
evaluation of performances. On the other hand, diversity 
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Fig. 2  Flow diagram of the ensemble-based coupled S/O approach in saltwater intrusion management models
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can be maintained using different SMs (different training 
algorithms), different architectures of the same SM, or by 
manipulating the training data set utilizing different realiza-
tions to obtain different structures of the same SM (Shu and 
Ouarda 2007). An ensemble-modelling approach utilizes the 
distinctive feature of individual models to capture different 
patterns of the predictor–response relationships from the 
entire decision space.

The ensemble approach essentially serves as an effective 
way of accounting for model uncertainty (Goel et al. 2007). 
An ensemble of SMs is used to locate the regions of huge 
uncertainty by calculating the standard deviation of predic-
tions at a certain design point. Higher standard deviations of 
predictions will be obtained in regions, where predictions of 
SMs vary significantly. The higher the standard deviation, 
the more will be the prediction uncertainty of any SM. How-
ever, lower values of the standard deviations do not ensure 
greater accuracy of prediction, because it may be possible 
that all SMs within the ensemble predict similar responses 
that produce low standard deviations (Goel et al. 2007).

5.1  Individual Surrogate Models Within 
the Ensemble

Each member of the ensemble is obtained either from an 
individual training algorithm or from a set of different train-
ing algorithms, often called a “heterogeneous ensemble”. 
A heterogeneous ensemble may be obtained through com-
bining two or more of the SMs described in Sect. 2. The 
best model structure of the individual models is obtained by 
optimizing model parameters with the same training data. 
An ensemble can also be formed by combining different 
architectures of the single best SM or by integrating differ-
ent model realizations obtained from various realizations of 
training data sets.

In saltwater intrusion management problems, ensem-
ble was formed utilizing a suitable SM but with different 
architectures of this SM by manipulating the training data 
either by bootstrap sampling (Sreekanth and Datta 2011b) 
or by random sampling without replacement (Roy and Datta 
2017c) technique. In the ensemble formation approach by 
manipulating the training data set to obtain different archi-
tectures of the same SM, the best model is selected from 
a set of available SMs that are tested on the data set (Hou 
et al. 2017). Once the appropriate SM is selected, different 
realizations of this SM are obtained through different reali-
zations of the training data sets. These training data reali-
zations can be obtained through nonparametric bootstrap 
sampling (repeated random sampling with replacement) 
(Parasuraman and Elshorbagy 2008), random sampling 
without replacement technique (Hastie et al. 2008), bagging 
(Breiman 1996), or boosting (Schapire 1990; Freund and 
Schapire 1996). Each SM is different from each other within 

the ensemble as the surrogates are trained using different 
realizations of the training data set.

In bootstrap sampling, each data set is different from 
each other due to the repetition of some predictor–response 
training patterns and elimination of some patterns form the 
original training data set. Differential weighting of the boot-
strap sampled training data sets enables the developed SMs 
to capture different trends of the data sets. Therefore, the 
resulting individual SMs predict future scenarios in differ-
ent regions of the decision space depending on the associ-
ated differential weights of the different realizations of the 
training data sets from each region (Sreekanth and Datta 
2011b). The COV of the RMSE of prediction of individual 
models can be used to quantify the predictive uncertainty 
of the models (Sreekanth and Datta 2011b). On the other 
hand, random sampling without replacement (Hastie et al. 
2008) produces more diverse data sets for individual SM 
training. Each pair of the predictor–response training pat-
terns is sufficiently different from each other, because each 
realization is obtained from permutation of the original data 
set. Therefore, the developed SMs are sufficiently different 
from each other with respect to their prediction capability, 
because these surrogates represent different regions of the 
decision space (Roy and Datta 2017c). The model param-
eters slightly differ among the different SMs trained on dif-
ferent sets of training data as the final values of the model 
parameters depend on the training data set.

Boosting algorithms (Schapire 1990; Freund and Scha-
pire 1996) generate different distributions of the original 
training data to train a set of SMs. The training procedure 
starts with training the first SM with the original train data, 
and then, the training data sets for the subsequent SMs are 
resampled based on the predictive performance of the pre-
vious SMs. The training patterns, whose predicted outputs 
acquired from the preceding SM vary significantly from 
their actual values, are adjusted with higher probability of 
being sampled. Therefore, these training patterns are more 
likely to appear in the new training data sets for training 
of the next SM. On the other hand, the training patterns 
for which the preceding SM predictions are more accurate 
are less likely to appear in the new training data set. Thus, 
different SMs are supposed to provide better predictions in 
different parts of the decision space. The boosting algorithm 
comprises of developing a set of SMs in such a way that the 
subsequent SMs emphasize on training a set of scenarios 
that are not well captured by the previous SM (Schapire 
1990). Boosting often provides better results compared to 
both bagging and randomization techniques, while the per-
formances of both the bagging and randomization are almost 
similar (Dietterich 2000).
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5.2  Optimum Number of Individual SMs 
in the Ensemble

Optimal number of individual SMs within the ensemble 
is decided based on the prediction accuracy and reduction 
of uncertainty in prediction. The optimum number of SMs 
within the ensemble is determined by incrementally add-
ing the surrogates and checking the resulting root mean 
square error (RMSE) of the ensemble prediction (Roy 
and Datta 2017c) or by checking the resulting coefficient 
of variation of the resulting RMSE of ensemble predic-
tion (Sreekanth and Datta 2011b). Sequential addition of 
individual surrogates in the ensemble is continued until 
it gives the smallest RMSE value (Roy and Datta 2017c), 
or until, there is no significant change in the uncertainty 
of the ensemble with further addition of SMs (Sreekanth 
and Datta 2011b). A more direct approach to determine the 
optimum number of individual members of the ensemble 
is to observe the resulting prediction error after sequen-
tial addition of individual SMs (Roy and Datta 2017c, 
d). In this approach, optimal size of the ensemble is one 
for which the resulting prediction error is minimum, and 
the addition of any further model increases the error. The 
downside of using this technique is that a sufficiently large 
number of individual models must be developed initially. 
Another drawback is that the cumulative prediction error 
may decrease again after subsequent increases depending 
on the added models’ prediction accuracy. Therefore, the 
modeller must be careful in selecting the optimal ensem-
ble size, and there is a trade-off between the prediction 
accuracy and model complexity. The integration of out-
put from different SMs (based on different algorithms) as 
an ensemble-modelling approach is still lacking either in 
saltwater intrusion processes prediction or in developing 
saltwater intrusion management models.

5.3  Integration of Individual Surrogate Models

In ensemble-based surrogate-modelling approach, selec-
tion of the most suitable SM(s) is the most challenging 
task. The next challenge is to determine the contribution of 
the individual SMs’ output in determining the final output 
of the ensemble. While some researchers prefer to use sim-
ple averaging approach (Roy and Datta 2017c; Sreekanth 
and Datta 2011b), the others proposed to assign some 
weights to individual SMs based on their performance 
on test data set (Goel et al. 2007; Zerpa et al. 2005). An 
ensemble of different SMs can be formed using weighted 
average (Goel et  al. 2007; Zerpa et  al. 2005), set pair 
analysis (SPA) (Hou et al. 2017), or by Dempster–Shafer 
theory (DST) (Müller and Piché 2011).

5.3.1  Weighted Average

The most commonly used integration technique to combine 
individual members of the ensemble is the simple averaging 
technique. Examples of using simple averaging method to 
combine individual SMs to form an ensemble for developing 
saltwater intrusion management model include the work of 
Roy and Datta (2017c) and Sreekanth and Datta (2011b). 
In simple averaging technique, outputs from the individual 
SMs are combined through assigning uniform weights to 
each individual SMs within the ensemble to provide equal 
priorities to all considered SMs. This is done by adding the 
outputs generated by each individual learner model divided 
by the optimum number of learner models within the ensem-
ble, mathematically given by

where OutIndividualLearneri is the output from the ith indi-
vidual model, and n is the number of individual models 
within the ensemble.

The other suggested way of using ensemble of surro-
gates is to construct weighted average ensemble SM. It was 
observed that the weighted average SM yielded the best 
correlation between the actual and predicted responses for 
different test problems and showed relatively low sensitivity 
to the choice of design of experiments (DOE) (Goel et al. 
2007). In the concept of weighted average, more accurate 
SMs are assigned larger weights and vice versa. The sum 
of weights given to each SM within the ensemble must be 
equal to one. Nevertheless, the right choice of weights is still 
an art of selection. Weighted average surrogate or optimal 
weighted surrogate (Viana et al. 2009) is a technique to con-
struct ensembles in which performance of worse SMs within 
the ensemble is equilibrated by assigning particular weights 
to individual surrogates. Weighted average of individual sur-
rogates, known as ensemble of surrogates, provides lower 
variance of prediction compared to that obtained using 
standalone SMs (Bishop 1995). Individual SMs developed 
using different algorithms (e.g., ANN, ANFIS, GP, MARS, 
GPR, etc.) can be combined together by assigning different 
weights to individual models. Mathematically, it can be rep-
resented by the form of a deterministic function as

where YWA is the summed prediction of the ensemble model 
based on weighted average, Ysi represents the prediction 
from the ith SM, �i denotes the weight given to ith SM, and 
n is the number of SMs within the ensemble. As the weights 

(12)OutEnsemble =

n
∑

i=1

OutIndividualLearneri

n
,

(13)YWA(X) =

n
∑

i=1

�i(X) × Ysi(X),
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are a function of X , the resulting ensemble can be regarded 
as adaptive in nature (Zerpa et al. 2005). To achieve minimal 
variance in the unbiased weighted average ensemble models, 
predictions from the individual SMs should be unbiased and 
independent. In that situation, the unbiased weight can be 
calculated by

where V(i) represents the variance of prediction from the 
ith SM. This method of ensemble construction is based on 
the SMs’ prediction variance reduction (Zerpa et al. 2005).

Selection of weights need to be chosen carefully, so that 
they should provide confidence in the particular SM, and 
weights should rule out the adverse effects of surrogate 
modelling related to an SM that performs worse on unseen 
data. Goel et al. (2007) described a global weights’ selection 
scheme in which three weighting methods are implemented 
based on global database measure of goodness. The first 
one deals with relative magnitude of errors, and the weights 
are functions of these errors. The amount of weights given 
to the best SM in this approach depends on the number of 
SMs within the ensemble. For large number of SMs used 
to construct the ensemble, weights given to the best SM 
become unreasonably low. Some SMs may perform well in 
sampled data set, but provide poor predictions on unseen 
data. This weighting approach minimizes the ensemble pre-
diction errors by protecting against errors produced by these 
types of SMs. The second weighting approach is referred to 
as best PRESS model in which the best model (in terms of 
prediction accuracy based on the sampled data) within the 
ensemble is assigned a weight of one whereas all other SMs 
within the ensemble are given a zero weight. This strategy 
is nothing but picking the best model among all considered 
SMs within the ensemble. The downside of this approach 
is that the selected best model may perform well in the 
sampled data, but may be quite incapable of showing good 
performance on the new unseen data. In the third strategy, 
weights are selected in a way that they address drawbacks 
of the above-mentioned strategies. This approach introduces 
two parameters to control simultaneously the relative impor-
tance of individual SMs and the importance of averaging.

5.3.2  Set Pair Analysis (SPA)

“SPA sets the certainty and uncertainty as a mutually 
associated, mutually restricted, and mutually penetrated 
system” (Hou et al. 2017). SPA utilizes two different sets 
of responses, one obtained from the NSM whereas the 
other obtained from a number of SMs on the test predic-
tor–response data samples. Then, the connection degree 

(14)�i =

1

V(i)

∑n

i=1

1

V(i)

,

between the NSM and a certain number of SMs as well as 
the set pair weight of the SMs are calculated. Suppose, a 
set pair S(A,B) is constructed from a set A and a relative set 
B . The nth terms in set A and B express the characteristics 
of set A and B . Three classifiers, e.g., identity, discrepancy, 
and contradistinction (Wang et al. 2009b), can be used to 
describe the relationships between the sets A and B to obtain 
a three-element connection degree as follows:

in which �m denotes the connection weights of the mth SM; 
n is the total number of characteristics.s , d , and c repre-
sent the numbers of identical, discrepant, and contradictory 
characteristics, respectively; i and j are the coefficients of 
discrepancy and contradistinction, respectively.

Percentage absolute error (PAE) between the NSM and 
the SM predictions is usually used to classify the set pair. 
For instance, Hou et al. (2017) used four categories: identi-
cal (PAE < 0.3%), mild discrepancy (PAE between 0.3 and 
0.6%), severe discrepancy (PAE between 0.6 and 1%), and 
contradistinction (PAE > 1%).

Set pair weight of the mth SM is then calculated by

In this approach, a number of different SMs are developed 
separately and their set pair weights are calculated based on 
their prediction errors on test data sets. The outputs from 
the ensemble are the weighted sum of the outputs from the 
individual SMs within the ensemble.

5.3.3  Dempster–Shafer Theory (DST)

The choice of the appropriate models and their integration 
can be accomplished by utilizing DST (Dempster 1968; 
Shafer 1976), which provides a way of integrating informa-
tion from various sources to build a degree of belief. The 
DST permits integration of conflicting information that 
may be imprecise, vague, and uncertain. Three functions, 
namely, belief, plausibility, and pignistic probability, are 
used to calculate the reliability of a given hypothesis. These 
functions are analogous to model characteristics [correlation 
coefficients or mean square error (MSE)] for SM-modelling 
approaches (Müller and Piché 2011). Sometimes, a certain 
SM may provide conflicting performance in terms of sta-
tistical performance indices, i.e., the performance may be 
good (high correlation coefficients) and bad (high MSE) 
at the same time. The DST is an effective way of address-
ing this conflict by calculating pignistic probabilities for all 
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considered SMs. Based on the values of this pignistic prob-
abilities, it is possible to decide on which of all considered 
models is the best, or whether an ensemble model is suitable 
for this problem, which weight should be assigned to each 
individual SMs (Müller and Piché 2011). This approach can 
be utilized in ensemble SM-based saltwater intrusion man-
agement models.

6  Reduction of Computational Burden 
in Ensemble‑Based Management Models

Computational requirement is an important issue in cou-
pled S/O-based saltwater intrusion management models 
especially when an ensemble of surrogates is coupled to an 
optimization algorithm. Despite providing better prediction 
accuracy and reliability of prediction by addressing predic-
tion uncertainty, an ensemble of surrogates inevitably adds 
an extra computational burden to the coupled S/O approach. 
An ensemble consists of two or more surrogates, which need 
to be individually coupled to an optimization algorithm (Roy 
and Datta 2017c; Sreekanth and Datta 2011b) to calculate 
the responses, and the responses are combined to check the 
constraint satisfaction. These additional steps essentially 
require more computational requirements when compared to 
single surrogate-based coupled S/O approach. Nevertheless, 
researchers have put several efforts to achieve computational 
efficiency in the ensemble-based management models. The 
following sub-sections briefly outline some of the techniques 
used to achieve this goal.

6.1  Choice of Individual SM Structure

One of the most effective ways of reducing computational 
burden is to choose simple SM structure that is sufficiently 
accurate and adequately reliable to capture the coupled flow 
and salt transport processes in coastal aquifers. However, 
not all SMs are equally suitable for all physical systems, 
i.e., models’ performance in terms of prediction accuracy 
is problem specific. Therefore, it should always be a wise 
decision to select an appropriate SM for the specific problem 
at hand. For example, Christelis and Mantoglou (2016) have 
obtained a 96% reduction in computational cost using RBF 
model-based pumping optimization strategy when compared 
to NSM-based optimization strategy for a single-objective 
problem setting. Therefore, RBF could be an ideal candi-
date for ensemble construction either by combining with 
other SMs or using different realizations of RBF models by 
manipulating the training data. However, the performance 
of an ensemble of RBF models within a coupled S/O meth-
odology for multi-objective problem settings needs to be 
evaluated.

For multi-objective saltwater intrusion management 
problems, ensembles of MARS (Roy and Datta 2017c), GP 
(Sreekanth and Datta 2011b), and ANFIS (Roy and Datta 
2017d) have been evaluated as an accurate and reliable 
ensemble-based surrogate-modelling approaches to obtain 
global Pareto optimal pumping management strategies 
within a reasonable computational cost. As MARS and GP 
model structures are relatively simple, their ensembles do 
not incur significant computational cost within the optimiza-
tion framework. On the other hand, ANFIS model structures 
are comparatively complex, and as such, their ensemble 
may require more computational requirements compared 
to simpler ones, i.e., GP and MARS-based ensembles. 
For instance, to solve a multi-objective saltwater intrusion 
management model of medium complexity, MARS-based 
ensemble SMs (139 MARS models were coupled as binding 
constraints) took only 76 min to evaluate 3,990,401 func-
tions in achieving the global Pareto optimal pumping man-
agement strategies (Roy and Datta 2017c). Roy and Datta 
(2017d) used an ensemble of 111 ANFIS models to develop 
a saltwater intrusion management model in a multi-layered 
coastal aquifer system. The computational time required to 
solve this optimization problem is not provided and needs 
to be evaluated in future. While computational cost is an 
important issue, the trade-offs between the prediction accu-
racies and computational burden must be addressed care-
fully. Accuracy and associated uncertainties in prediction 
should not be overshadowed by computational efficiency 
attainment.

For another multi-objective saltwater intrusion man-
agement model, EPR achieves a significant computational 
saving when compared to direct linking with the simula-
tion model in a coupled S/O methodology (Hussain et al. 
2015). The overall average time required by EPR to solve 
the optimization problem (including the time required to 
generate 500 sets of predictor–response training patterns for 
EPR training) is less than 10% of the time required to solve 
the same optimization problem using the NSM. Therefore, 
based on the less computational time requirement, EPR-
based SMs can be used to form ensembles either with other 
types of computationally cheap surrogate models or with 
different realizations of EPR using different realizations of 
training data sets. An ensemble of EPR with other compu-
tationally efficient surrogate models, i.e., GP and MARS 
utilizing a suitable integration technique (simple or weighted 
average) to develop multiple objective pumping optimization 
in coastal aquifers would be an interesting topic for future 
research.

Another promising approach to keep the model structure 
simple while maintaining the adequate accuracy especially 
in fuzzy logic-based modelling approaches is to divide the 
large-dimensional input space into identical clusters using 
FCM or other clustering algorithms. For saltwater intrusion 
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problems, (Roy and Datta 2017a, b, d) utilized FCM algo-
rithm to divide large-dimensional input space into identi-
cal clusters. Choice of the optimum number of clusters was 
made by conducting numerical experiments using different 
numbers of clusters and observing the resulting prediction 
errors of the SMs. The optimum number of clusters is one 
that produces minimum prediction error as well as mini-
mum variation of training and testing errors. As the number 
of clusters determines the amount of model complexity in 
terms of linear and non-linear parameters of fuzzy logic-
based FIS structures, a judicial decision considering the 
trade-offs between prediction accuracy and model complex-
ity is of practical importance.

6.2  Method of Ensemble Formation

The way that the ensembles are formed largely influence 
the accuracy, computational feasibility, and efficiency of 
modelling. As mentioned in Sect. 5.3, ensembles can be 
constructed by integrating two or more different SMs, often 
called a heterogeneous ensemble. In this approach, right 
choice of the SMs that produce reliable prediction accura-
cies should be chosen based on the specific problems. After-
wards, based on the prediction accuracies of individual SMs, 
and consequently on the specific weights given to individual 
surrogates, the total number of SMs within the ensemble can 
be kept minimum. If one feels that a particular SM provides 
far better prediction accuracies than others for the problem 
in hand, then ensemble can be constructed by varying differ-
ent parameters of the same SM and combining the outputs 
by any suitable integration technique. For instance, ensem-
bles of ANFIS can be developed by varying different mem-
bership functions (Melin et al. 2012). In their study, three 
ANFIS structures were developed using triangular, sigmoid, 
and π-shaped builtin membership functions, respectively. 
The outputs from these three ANFIS models were then inte-
grated to predict a chaotic time series (the Mackey–Glass, 
Dow Jones, and Mexican stock exchange time series). In 
another study, Jovanović et al. (2015) combined the outputs 
from three different network structures, e.g., Feed Forward 
Neural Network (FFNN), Radial Basis Function Network 
(RBFN), and ANFIS to predict heating energy consumption.

However, in all situations, the motivation should be to 
minimize the number of models within the ensemble by 
observing the prediction accuracies of individual models and 
specific weight given to each model. Varying training data 
set realizations (Roy and Datta 2017c; Sreekanth and Datta 
2011b) for training a set of SMs based on a relatively sim-
ple, adequately reliable, and sufficiently accurate SM algo-
rithm can achieve a considerable computational efficiency 
in a coupled S/O-based saltwater intrusion management 
model. In this approach, optimal number of SM realizations 
to construct an ensemble can be selected by sequentially 

adding surrogates and checking the resulting RMSE values 
(Roy and Datta 2017c, d) or by checking standard deviation 
(Goel et al. 2007) or by checking COV of RMSE values 
(Sreekanth and Datta 2011b). A comparative evaluation of 
the computational requirements of different SMs to evolve 
global Pareto optimal solution for coupled S/O-based salt-
water intrusion management model for a particular problem 
would be beneficial to sort the accurate and computationally 
efficient SMs. Nevertheless, the effectiveness of the accu-
rate and computationally cheap SMs in ensemble formation 
needs to be evaluated.

6.3  Right Choice of Computationally Cheap 
Optimization Algorithms

Selecting an appropriate optimization algorithm (OA) for 
specific purposes is one of the most important decisions to 
achieve global optimal solutions with a reasonably small 
computational effort. The performance of an OA largely 
depends on the specific purposes, and it is impossible to 
have an OA that is superior to others for all situations and 
suitable for all purposes (Wolpert and Macready 1997; Pham 
and Castellani 2014). GA and its variants are most com-
monly used OAs for saltwater intrusion management prob-
lems, especially in multi-objective optimization formula-
tions (Kourakos and Mantoglou 2011; Dhar and Datta 2009; 
Roy and Datta 2017b, c, d; Sreekanth and Datta 2011b). 
Other types of OAs used in saltwater intrusion manage-
ment problems were limited to solve single-objective opti-
mization formulations. Ataie-Ashtiani and Ketabchi (2011) 
utilized Continuous Ant Colony Optimization (CACO) to 
solve a single-objective coastal aquifer management problem 
assuming a sharp interface solution for steady-state prob-
lem. Differential Evolution (DE) was used to solve a single-
objective coastal subsurface water management problem 
subjected to environmental criteria (Karterakis et al. 2007). 
For another coastal aquifer management problem, CACO 
and Particle-Swarm Optimization (PSO) were recommended 
for solving single-objective coastal groundwater manage-
ment problems (Ketabchi and Ataie-Ashtiani 2015b). The 
authors demonstrated that CACO provides 17% better solu-
tions than Artificial Bee Colony Optimization (ABC). For 
this single-objective optimization formulation, the perfor-
mance of the OAs based on computational time requirement 
is: CACO > PSO > GA (Ketabchi and Ataie-Ashtiani 2015b). 
However, the performance of these OAs was not evaluated 
for multiple objective saltwater intrusion management 
problems, and is still a challenge and opportunity for future 
researches. In addition, a comparison of different OAs to 
solve multi-objective saltwater intrusion management mod-
els to evaluate the computational requirements could be the 
topic of future research.



207A Review of Surrogate Models and Their Ensembles to Develop Saltwater Intrusion Management…

1 3

The previous literature revealed that genetic algorithm 
and its variants are utilized in most of the multi-objec-
tive optimization formulation of coastal groundwater 
management problems. These include both hypotheti-
cal study areas (Park and Aral 2004; Bhattacharjya and 
Datta 2009; Dhar and Datta 2009; Sreekanth and Datta 
2010; Kourakos and Mantoglou 2011; Abd-Elhamid and 
Javadi 2011; Javadi et al. 2012) and real-world case stud-
ies (Qahman et al. 2009; Abd-Elhamid and Javadi 2011; 
Ataie-Ashtiani et al. 2014). However, this review article 
specifically focuses on the optimization algorithm used 
in ensemble surrogate-based saltwater intrusion manage-
ment problems. In this problem domain, Sreekanth and 
Datta (2011b) externally coupled GP-based ensemble 
SMs within a non-controlled elitist multi-objective genetic 
algorithm (Deb et al. 2000). On the other hand, controlled 
elitist multi-objective genetic algorithm (CEMGA) (Deb 
and Goel 2001) has been successfully applied to attain 
global Pareto optimal solutions in saltwater intrusion man-
agement problems utilizing MARS (Roy and Datta 2017c) 
and ANFIS (Roy and Datta 2017d)-based ensemble SMs. 
Fast converging optimization algorithms, CACO and PSO 
in single-objective test problems (Ketabchi and Ataie-Ash-
tiani 2015b), should be tested for multi-objective problem 
settings of coastal aquifer management problems. This will 
further verify their performance on multi-objective con-
strained problem settings in which the SMs are also used 
as binding constraints.

6.4  Pre‑specified Constraints on Computational 
Cost

Applying pre-specified restrictions on the overall compu-
tational cost (Christelis et al. 2017) are applied to achieve 
computational efficiency in the surrogate-based optimiza-
tion approach of coastal aquifer management problems. 
However, Razavi et al. (2012) questioned about the advan-
tages of SMs for complex optimization problems under 
imposed limited computational budgets. For a single-
objective pumping optimization problem, Christelis et al. 
(2017) demonstrated the performance of SMs for differ-
ent dimensionalities of the decision variable space under 
imposed restrictions on the number of numerical model 
simulations. This approach can be utilized in ensem-
ble surrogate-based multi-objective pumping optimiza-
tion problems in coastal aquifers. However, care should 
be taken to ensure that any attempt implemented with a 
desire to attain computational efficiency should not com-
promise with the accuracy and reliability of the manage-
ment models. Therefore, the accuracy of the management 
model with and without computational constraint should 
be justified.

6.5  Parallel Computation

Ensemble-based saltwater intrusion management models 
demand further efficiency in computation time require-
ment that can be achieved utilizing a parallel-processing 
strategy (Ketabchi and Ataie-Ashtiani 2015a; Roy and 
Datta 2017b, c, d). Parallel and distributed computing 
not only speeds up the search process of optimization 
algorithms, but also improves the obtained global Pareto 
optimal fronts and robustness of the acquired optimal 
solutions for large-scale problems (Talbi et al. 2008). The 
advent of multi-core processor computers facilitates the 
use of shared memory parallelism approaches (McLaugh-
lin 2008; Tang et al. 2010), which provides fast computa-
tions by distributing the tasks among associated worker 
machines (cores of a multi-core computer). Ketabchi and 
Ataie-Ashtiani (2015a) obtained a speedup ratio of up to 
3.53 on an eight-core processor by implementing the par-
allel-processing strategy compared to when implemented 
in serial. The authors concluded that implementation of 
parallel strategy significantly increases computational per-
formance of optimization algorithm for single-objective 
coastal groundwater management problems.

Multi-objective PSO (MOPSO) within the framework of 
parallel computing has been found in literature for coupled 
S/O of bridge maintenance planning (Yang et al. 2012). 
However, the use of MOPSO has neither been used for sin-
gle surrogate-based coastal aquifer management problems 
nor ensemble surrogate-based saltwater intrusion manage-
ment problems. For a multi-objective problem setting, Roy 
and Datta (2017c) reported a considerable amount of com-
putational efficiency using parallel-processing capability 
through distributing the objective functions and constraints 
among the four physical cores of a seven core PC. The multi-
objective saltwater intrusion management model was devel-
oped using the ensemble SM-based coupled S/O approach. 
The optimization routine took 1.09 and 2.57 h to obtain the 
global Pareto optimal groundwater extraction values with 
and without parallel-processing implementation.

In some cases, computationally intensive SMs need to be 
utilized to achieve better prediction accuracy and to accu-
rately represent the complex and non-linear flow and salt 
transport processes. An ensemble of such SMs to address 
prediction uncertainty and to achieve even better prediction 
accuracy may demand considerable amount of computa-
tional efforts in a coupled S/O approach. Moreover, het-
erogeneous ensembles in which several complex-structured 
SMs are integrated also require a significant computational 
demand when linked to an optimization algorithm within the 
framework of coupled S/O approach. In these situations, par-
allel computing strategy using single–multi-core PCs may 
not be adequate, and other high-performing computations 
are recommended.
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7  Conclusions and Recommendations 
for Further Research

Development of saltwater intrusion management models 
depends solely on coupled S/O methodology in which the 
simulation part is usually replaced by a properly trained 
and validated SM. These approximate surrogates are 
essential components of the coupled S/O methodology 
as direct linking of the original NSM is impractical due 
to huge computational requirement. However, SM pre-
dictions are always associated with a certain amount of 
uncertainty that can be addressed by forming an ensem-
ble of such SMs. Ensembles can be formed by integrating 
different realizations of the same SM through manipula-
tion of the training data set. Another approach of ensem-
ble formation utilizes different SMs using the so-called 
heterogeneous ensemble approach. Individual SM within 
the ensemble is integrated either by simple averaging or 
by weighted averaging approach. Because multiple SMs 
are integrated in an ensemble, linking each contributing 
individual SM to the optimization framework inevitably 
adds an extra computational burden to the coupled S/O 
approach. Parallel-processing framework is believed to 
achieve additional computational efficiency in the ensem-
ble-based coupled S/O approach for saltwater intrusion 
management problems. Parallel processing is performed 
either using multiple cores of the same PC or by combin-
ing multiple cores from several PCs or by implementing 
any other high-performing computation technique. Obvi-
ously, the choice of parallel-processing technique depends 
on the complexity of the problem itself, structure of the 
SMs used, complexity of the optimization formulation in 
terms of the number of linear and non-linear constraints, 
and the nature of optimization formulations (single or mul-
tiple objective).

A number of areas require specific attention that could 
be the interesting topics for future research. Only a few 
studies has focused on ensemble approach for achieving 
better prediction accuracy and for reducing prediction 
uncertainty in coupled S/O-based saltwater intrusion man-
agement problems. These studies are based on generat-
ing different realizations of a single SM by manipulating 
the training data and combing them by simple averaging 
technique (Roy and Datta 2017c, d; Sreekanth and Datta 
2011b). Therefore, future researches need to explore the 
development and implementation of weighted average 
approaches of combining multiple SMs (based on differ-
ent algorithms) to develop saltwater intrusion management 
models in coastal aquifers. In particular, there is a need 
to utilize unique features of several SMs within a general 
framework to address prediction uncertainty of surrogate-
based modelling approaches. Quantification of uncertainty 

reduction utilizing ensemble-based surrogate-modelling 
approaches demands more rigorous investigations using 
different approaches. There is a lack of established meas-
ure of surrogate induced prediction uncertainty reduction 
by implementing an ensemble of two or more surrogates. 
Furthermore, a comparison between the quality of the 
global Pareto optimal solutions provided by a single SM 
and an ensemble of SMs (especially heterogeneous sur-
rogates) also demand further research. Quantification of 
uncertainty using single SM-based coupled S/O approach 
and that utilizing an ensemble of SMs warrant further 
research.
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