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Abstract
Rockfall poses risk to people, their properties and to transportation ways in mountainous and hilly regions. This catastro-
phe shows various characteristics such as vast distribution, sudden occurrence, variable magnitude, strong fatalness and 
randomicity. Therefore, prediction of rockfall phenomenon both spatially and temporally is a challenging task. Digital 
Terrain model (DTM) is one of the most significant elements in rockfall source identification and risk assessment. Light 
detection and ranging (LiDAR) is the most advanced effective technique to derive high-resolution and accurate DTM. This 
paper presents a critical overview of rockfall phenomenon (definition, triggering factors, motion modes and modeling) and 
LiDAR technique in terms of data pre-processing, DTM generation and the factors that can be obtained from this technique 
for rockfall source identification and risk assessment. It also reviews the existing methods that are utilized for the evaluation 
of the rockfall trajectories and their characteristics (frequency, velocity, bouncing height and kinetic energy), probability, 
susceptibility, hazard and risk. Detail consideration is given on quantitative methodologies in addition to the qualitative 
ones. Various methods are demonstrated with respect to their application scales (local and regional). Additionally, atten-
tion is given to the latest improvement, particularly including the consideration of the intensity of the phenomena and the 
magnitude of the events at chosen sites.
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1  Introduction

Rockfall is a common and widespread phenomenon that can 
influence entire villages, extended stretches of transporta-
tion routes, isolated accommodations, and other anthropic 
goods, in which these elements at risk are situated near or on 
the bases of steep rock slope. Because of its unpredictabil-
ity and vast velocity, rockfall event can result in casualties, 
even with very small volume (less than 1 m3) of the mobi-
lized mass. Rockfall risk is normally assessed via employ-
ing two-dimensional (2D) or three-dimensional (3D) simu-
lation models, with the goal of estimating runout distances, 

velocity (and relevant energy), and bouncing heights of fall-
ing rocks (Lan et al. 2007).

Remote sensing (RS) techniques have undergone signifi-
cant and rapid developments in the last few decades. The 
capability of RS in acquiring very high-resolution terrain 
contours and 3D spatial data enables effective and advanced 
investigations of landslide phenomena. The acquired data 
from multi-sensors (ground and airborne-based data collec-
tion techniques) provide useful information for simulation, 
validation, and model development of natural phenomena 
(Scaioni et al. 2014). LiDAR technologies are one of the 
most commonly utilized technologies in landslide research. 
The emergence of RS and Geographic Information Systems 
(GIS) has facilitated the application and extension of differ-
ence methods and algorithms in landslide researches. Mod-
ern insights into landslide studies have been obtained by 
identifying and mitigating failures using these techniques 
(Mezaal et al. 2017a, b).

An accurate and high-resolution DEM enables research-
ers to obtain various useful parameters, such as slope, 
aspect, curvature, flow direction, and other hydrological 

 *	 Biswajeet Pradhan 
	 Biswajeet24@gmail.com; Biswajeet.Pradhan@uts.edu.au

1	 Department of Civil Engineering, Faculty of Engineering, 
Universiti Putra Malaysia, 43400 UPM Serdang, Malaysia

2	 School of Systems, Management and Leadership, Faculty 
of Engineering and Information Technology, University 
of Technology Sydney, Building 11, Level 06, 81 Broadway, 
PO Box 123, Ultimo, NSW 2007, Australia

http://orcid.org/0000-0001-9863-2054
http://crossmark.crossref.org/dialog/?doi=10.1007/s41748-018-0046-x&domain=pdf


	 A. M. Fanos, B. Pradhan 

1 3

and terrain parameters. Such parameters are widely uti-
lized in the investigations and mapping of landslides. 
The high-resolution terrain parameters acquired utiliz-
ing LiDAR allows accurate landslide mapping, which 
can be utilized in landslide susceptibility, hazard and risk 
assessments. Lately, the LiDAR applications in landslide 
research have remarkably increased due to accurate terrain 
data acquisition over wide areas within a short period of 
time (Slatton et al. 2017).

Rockfall is widespread and can threaten people and 
their properties, structures and infrastructures, and trans-
portation lines. It is significantly hazardous in hilly and 
mountainous regions in addition to the artificial excava-
tions along road cuts. Rockfall basically composes of little 
volume, but is more common on several slopes, and can 
caused long runout distances. Rockfall protection needs 
the characteristics of rockfall hazard scenarios, intensity 
and frequency of impacts, accounting for spatial distribu-
tion, cost-efficiency analysis of mitigation measures, vul-
nerability of exposed elements, and expected costs (Agli-
ardi et al. 2009). Generally, the issue is frequently dealt 
with through design of engineered mitigation measures 
(Ritchie 1963; Lambert and Bourrier 2013) or the suscep-
tibility and hazard assessment (Crosta and Agliardi 2003; 
Frattini et al. 2008).

Rockfall dynamics relies on slope topography, block 
geometry, surficial geology, and vegetation. Thus, the 
efficiency of rockfall protections and the reliability of 
analyses rely on the proper computation for all related 
methodological problems and on the modeling predictions 
accuracy. This paper basically explains the principles of 
LiDAR techniques and the factors that can be derived from 
the LiDAR point cloud (Pradhan et al. 2017; Yan et al. 
2012). It also demonstrates the general methodology and 
principles of rockfall risk, including rockfall types, trig-
gering factors, mechanism, rockfall sources identification 
and modelling approaches for rockfall risk assessment.

2 � Rockfall

Rockfall is a hazardous and frequent process that results 
from the failure of rock-masses, progressive weathering 
(Rosser et al. 2013), and is a significant contributor to sedi-
ment transport budgets of mountain. Rockfall is initiated 
when a rock block becomes detached from the rock-mass 
under the gravity action. Rockfall is distinguished from other 
movements of mass such as rock avalanches or rock slides 
(Petley 2013) by its volume, between 10−2 to 102 m3, but can 
be up to 105 m3. Despite the fact that rockfall is classified 
under the general category of landslide (Table 1), its dynam-
ics are essentially various from rock avalanches and slides, 
as single boulders and rocks whose movement is governed 
by discrete ground impact. Instabilities of rock-mass which 
result in rockfall can pose a serious threat to infrastructure 
and the mitigation of rockfall is a significant task in all coun-
tries with engineered rock slopes or mountainous terrain.

2.1 � Rockfall Triggering Factors

The behavior of rockfall is unpredictable and there are many 
factors that trigger rockfall along an excavated and/or a natu-
ral slope. The triggering factors can be classified into natural 
process such as rainfall and freeze–thaw, weathering, earth-
quakes, water seepage volcanism and root wedging. Human 
activities such as vibrations from machinery and blasting, 
earthworks that alter slope morphology, deforestation, and 
more livestock grazing on steep slopes, is considered another 
rockfall triggering factors (Dorren and Seijmonsbergen 
2003). However, the heterogeneous spatial distribution of 
debris landform within mountainous landscape as well as 
their variance properties of material and volumes indicates 
a compound interaction of multiple causal factors, jointly 
defining the rock-walls sensitivity to fail at various temporal 
and spatial processes scales (Fig. 1).

Table 1   Landslide classification 
scheme (Varnes 1978)

COMPLEX Combination of two or more principal types of movement

Type of movement Type of material

Bedrock Engineering soils

Predominantly coarse Predominantly fine

Falls Rock fall Debris fall Earth fall
Topples Rock topple Debris topple Earth topple
Slides
 Rotational Rock slide Debris slide Earth slide
 Translational

Lateral spreads Rock spread Debris spread Earth spread
Flows Rock flow (deep creep) Debris flow (soil creep) Earth flow (soil creep)
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2.2 � Rockfall Mechanics

Rockfall process starts from the release region where boul-
ders are dislodged and move down slope, runout through the 
transition zone where peak dynamic activity is observed, and 
the rocks slow and come to a stop at deposit zone (Akgün 
and Yakut 2017). The size, shape, and release mechanism 
of rockfalls is governed by discontinuities and fracture of 
intact rock or failure along joint planes, which is precon-
ditioned by rock structures and their properties within the 
rock-mass (Leine et al. 2014). Therefore, the rockfalls sizes 
and shapes can be associated with the specific geological 
setting in the rock-mass in which they are formed (Fityus 
et al. 2013). Rock detachment is fundamentally driven by 
weathering processes such as acting upon the rock-mass. 
After release, rockfall movement consists of falling or flying, 
impact and bouncing, rolling or sliding, the runout path and 
the area affected by rockfalls are identified by the combina-
tion of these motion modes. Rockfall movement is affected 
by various spatially variable parameters including the terrain 
characteristics and the material properties of the rock itself 
(Volkwein et al. 2011). These effects can be classified into:

1.	 The material properties of the rock and terrain: including 
stiffness, strength and friction (Lambert et al. 2013).

2.	 The configuration of impact: defined by the combina-
tion of rock-shape and size, terrain morphology, in addi-
tion to the rock kinematics (rotational and translational 
velocity) and orientation at the impact point (Volkwein 
et al. 2011).

3.	 Vegetation and vegetation density: this is the strength, 
frequency and size of tree cover in forested regions, 
along with thickets and bushes (Mezaal and Pradhan 
(2018).

2.3 � Rockfall Motion Modes

Ritchie (1963) has described the characteristics of rockfalls 
runout behavior based on the angle of terrain slope, defin-
ing four motion modes (Fig. 2). The combination of motion 
modes from the release point to deposit zone makes the path 
of a rockfall trajectory. Ritchie’s research was one of the first 
comprehensive research on rockfall behavior according to 
in situ observation of rocks rolled along roadside rock cuts. 
His research was intended as an engineering guide for the 
rockfall catch ditches design.

3 � LiDAR Technique

In the last few decades, RS techniques have experienced 
rapid and important developments. The ability of enhanced 
and modern RS techniques to capture very high-resolution 
terrain contours and 3D spatial data permits effective and 
advanced investigation of landslides phenomenon (Prad-
han and Yusof 2017). Information obtained from multi-
sensors supplemented with ground-based and airborne-
based data gathering methods provides functional data for 
simulation of natural phenomenon, validation, and model 
development (Fanos and Pradhan 2016). Interferometric 

Fig. 1   Processes-scale of 
probable rockfall controls with 
respect their spatial and tem-
poral variability. Adopted from 
Messenzehl et al. (2016)
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synthetic aperture radar and light detection and rang-
ing (LiDAR) are two of the most commonly employed 
techniques in landslides assessment. In comparison with 
conventional techniques, these methods allow rapid and 
accurate mapping of geomorphological factors (Roering 
et  al. 2013; Daehne and Corsini 2013). Moreover, the 
advancement of RS and GIS has simplified the extension 
and application of different techniques and algorithms 
in landslides research. Modern insights into landslides 
studies have been derived through the determination and 
mitigation of failures by these technologies. Without RS 
and GIS technologies demands a huge budget to identify 
landslides-prone areas.

LiDAR is an effective RS data capturing method. 
LiDAR produces high-resolution Digital Terrain Model 
(DTM) and its several derivatives such as detailed geo-
morphological factors. The high-resolution DTM can be 
in true 3D point clouds, triangulated irregular networks 
(TINs), or raster grids. An accurate DEM permits users 
to obtain many valuable parameters, such as slope, cur-
vature, flow direction, and other hydrological and ter-
rain parameters which are widely utilized in landslides 
assessment (Mezaal et al. 2017a, b). The availability of 
high-resolution terrain information derived from LiDAR 
allows accurate mapping of landslides that can be utilized 
in landslides susceptibilities mapping as well as in hazard 
and risk analyses. In most recent years, LiDAR applica-
tions in landslide research have been remarkably increased 
worldwide.

3.1 � System Components

LiDAR is a tool that generates and transmits a pulse series 
or a beam of collimated, in-phase, coherent, and directional 
electromagnetic radiation (Pradhan and Fanos 2017a). 
LiDAR system can be used to collect enormous volume of 
3D terrain data at exceedingly rapid recording rates. The 
laser scanning system can be of many types: an airborne-
based laser scanning system (ALS) and a ground-based 
laser scanning system, terrestrial (TLS) and mobile (MLS), 
(Fig. 3). The primary processing and concepts of ALS have 
been known since the 1990s.

3.2 � LiDAR Accuracy and Resolution

The normal laser instruments accuracy is ± 1.5 cm within 
maximum distance of around 700–1000 m. Nevertheless, 
instrumental accuracy is basically subjected in actual appli-
cation due to reverse conditions, involving extremely bright 
ambient setting, poor climate condition (rain, hot wind, 
and fog), exceedingly uneven or poorly reflecting surfaces, 
excessive range, and parallel incident angles (Jaboyedoff 
et al. 2012).

Laser scanner resolution is an element that establishes the 
extent of the details that can be observed in a point cloud. 
The resolution is classified into: angular/spatial and range. 
Angular resolution indicates to the rangefinder capability 
to address two features on neighboring line of sights. This 
element is dominated by the following factors: user-defined 

Fig. 2   Rockfall motion modes 
related to slope angle (Ritchie 
1963)
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point spacing or sampling interval and the width of laser 
beam, which is contingent on the distance and the instru-
ment. Range resolution indicates to the rangefinder ability 
to address two features on the same line of sight. Apart from 
the location, the reflected signal intensity is derived. This 
aspect essentially depends on the material type (the color 
and roughness of the reflecting surfaces), soil moisture, inci-
dence angle, and beam wavelength.

The typical point density of TLS system ranges from 
50 to 10,000, whilst of ALS ranges from 1 to 100 pts/m2 
(Jaboyedoff et al. 2012). Despite the fact that, the LiDAR 
point density is dominated by various elements, involving 
incidence angle, beam wavelength, soil moisture, and type 
of target materials. Thus, point density can alter from one 
region to another for the same instrument.

3.3 � LiDAR Data Processing Methods

Generally, LiDAR sensors can produce a massive spatial 
data volume with 3D coordinates within a short period. 
LiDAR generates uneven points distribution based on con-
figurations and characteristics of a system. Raw LiDAR data 

are unorganized, and therefore, GIS systems are required for 
organizing such massive spatial data amounts. Then, data 
filtering can be performed to visualize data and to rebuild 
features (buildings and trees) and bare-earth ground sur-
faces. The following sections describe the three most sig-
nificant LiDAR data processing techniques, namely filtering, 
geometric calibration, and interpolation, to enhance under-
standing of their usage and concept in the application of 
landslides (Pradhan and Sameen 2017).

3.3.1 � LiDAR Based Digital Surface Model (DSM) Filtering

The filtering of LiDAR data refers to the processes of dif-
ferentiating non-ground points from ground points of the 
LiDAR point cloud. The filtering concept is based on the 
observation that an important height variance between two 
close points is improbable to be resulted from a steep slope 
in the topography. The filtering processes are only carried 
out to derive a digital elevation models (DEMs) or DTMs 
from a Digital Surface Models (DSMs). Moreover, LiDAR 
data filtering is needed to reduce computational loads and 
to optimize data for analysis.

In landslide research, DSM point cloud filtering is not 
as frequent as the filtering of laser scanning data and it is 
according to the close-range photogrammetry method (Zhan 
and Lai 2015). LiDAR-based DSM and DEM is frequently 
utilized in landslide investigation mainly because of their 
rapid data acquisition and high-resolution elevation data 
(Dou et al. 2015; Bui et al. 2016). Nevertheless, several 
similarities exist between LiDAR and photogrammetry 
point clouds data filtering techniques. The frequent filter-
ing method, proposed by Kraus and Pfeifer (1998), is an 
iterative linear least squares interpolation. This algorithm is 
widely used to generate a DEM for forest areas by remov-
ing tree observations from the data of airborne laser scan-
ning. Bornaz and Lingua (2002) has proposed an adaptive 
TIN method that could handle surfaces with discontinuities. 
Vosselman (2000) developed a slope-based filtering method 
whose concept depends on the assumption that the slopes 
of non-terrain features (buildings and trees) would be obvi-
ously various from the slope of a natural terrain. This algo-
rithm has been improved by Sithole and Vosselman (2001) 
through utilizing a slope adaptive filter. Another method was 
proposed by Zhang et al. (2003) for removing features utiliz-
ing slowly increasing window size, which could adequately 
eliminate most non-ground points. In another paper, Jahromi 
et al. (2011) has presented a new filtering method based on 
artificial neural network (ANN) to derive bare-earth points 
from ALS data and accurately produce a very accurate DEM 
for urban areas. In a recent paper, Zhan and Lai (2015) pro-
posed a novel method for DSM filtering to monitor the land-
slides. This method was presented to resolve the issues of 

Fig. 3   Components of typical LiDAR system. Modified after Pradhan 
and Sameen (2017)
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noise points and vegetation interference in DSM filtering for 
the monitoring of landslide.

Multiscale curvature classification (MCC) is a repeated 
multiscale method to classify LiDAR returns that override 
the thresholds of positive surface curvature, that result in 
all the LiDAR observations being classified as non-ground 
or ground (Evans and Hudak 2007). This algorithm donates 
a classified returns solution that assist the interpolation of 
bare-earth surfaces at a resolution corresponding with the 
LiDAR sampling frequency surveying. The MCC algorithm 
provides high confidence in the obtained ground surfaces 
and minimizes commission errors while retaining a high 
proportion of ground return (Evans and Hudak 2007).

3.3.2 � Registration

Point clouds registration is commonly a Euclidean trans-
formation process that combines rotation and translation 
according to a coordinate system and a reference point. 
Normally, the point clouds acquired from various locations 
should be accurately registered before data processing to 
confirm optimization of the data. LiDAR point clouds reg-
istration is basically conducted utilizing three major tech-
niques: point-to-point, feature-based, and target-based tech-
niques (Abellán et al. 2014). The first method is basically 
based on the gradually distance minimization between iden-
tical points in two overlapped point clouds. Point-to-point 
method is frequently utilized in the applications of geosci-
ence; nevertheless, a large number of iterations may be 
needed (Abellán et al. 2014). Effective algorithm should be 
used in this method to generate beneficial products that can 
be employed in the investigations of landslide. Deformation 
in the geometry of surfaces may result in less accurate slope 
information. In feature-based method, pipelines and power 
lines are normally identified and utilized for registration 
process (Chen et al. 2017). Such methods are widely used 
in industrial applications and seldom in landslides research, 
because the distinctive geometric characteristics are rarely 
presented in complex rock slopes. The third methods utilize 
a precise survey by total station or GNSS techniques. These 
methods are tedious and time-consuming and demands addi-
tional instruments. However, many researchers have exam-
ined these approaches on the monitoring of landslide and 
derived satisfactory outcomes (Abellán et al. 2014).

3.3.3 � Geometric and Radiometric Calibrations

LiDAR data geometric calibration aims to eliminate sys-
tematical error from point clouds. This error in LiDAR data 
are essentially resulted from the biases in mirror angles and 
measured ranges and biases in parameters relevant to system 
components (boresight angles and lever arm) (Zhang et al. 
2013). Data driven (strip adjustment) and system driven 

(calibration) are the two major methods for elimination of 
systematic error. Calibration techniques are according to the 
physical sensor models that relate the parameters of a system 
to the ground coordinates of LiDAR points. In contrast, the 
data-driven method basically uses mathematical model that 
relates the reference frame and LiDAR strips (Zhang et al. 
2015). Systematic error influences the parameters of the 
system are mainly modeled by an arbitrary transformations 
function between the reference frame coordinates system 
and the laser strip. In the research performed by Habib et al. 
(2011), magnificence enhancement in vertical and horizontal 
accuracies was proven after eliminating the evaluated biases 
impact in the parameters of a system.

The LiDAR data radiometric correction aims to eliminate 
the impacts of laser energy attenuation resulted from object 
surface backscattering and atmospheric effects (Yan et al. 
2012). This correction can be carried out utilizing physical 
and empirical methods. The empirical method does not take 
into account the physical properties of the laser backscat-
tering energy. The intensity of LiDAR has been utilized to 
study the structure and geomorphology of active landslide 
bodies and volcanic surfaces. Fornaciai et al. (2010) noted 
that lava flow, sediments, air fall deposits, and vegetation 
revealed distinguishing LiDAR intensity response. Yan 
et al. (2012) stated that the radiometric correction of LiDAR 
intensity data could remarkably enhance the land cover clas-
sifications accuracy. Land cover data are commonly required 
for the classification of landform and is generally used in 
landslides research. Wang et al. (2013) noted that LiDAR 
intensity was highly beneficial in identification of landslide 
boundaries. According to the above-mentioned literature 
review, the radiometric correction intensity data is antici-
pated to enhance more accurate geomorphic features in the 
applications of landslides than raw intensity data acquired 
utilizing LiDAR sensor.

3.3.4 � Interpolation

DEM can be represented as triangulated irregular network 
(TIN) or raster images. Apart from TIN-based DEM, inter-
polation is needed for transformation of scattered ground 
points to grid based DEM. The main interpolation tech-
niques are the probabilistic and deterministic techniques 
(Chen et al. 2017).

Probabilistic method hypothesizes that there is a set 
of fixed values for an un-sampled position and a random 
variable for each position. While the predicted values are 
appointed to the un-sampled positions, the occurrence prob-
ability can be also calculated. Such methods work effectively 
when the point density is low or prior knowledge is miss-
ing. The typical probabilistic techniques are Kriging, linear 
prediction, and conditional simulation (Ashraf et al. 2017). 
These techniques utilize the variogram for estimating of 
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the missing values. By interpolation, the study area spatial 
variation is considered in detail. Thus, these methods type 
is more likely to be generalized. In addition, the estimated 
value uncertainties give researchers some key reference on 
the results reliability. Nevertheless, the linear prediction 
method (mathematically similar to Kriging method) and 
Kriging may result in the loss of some terrain details and 
the smoothing effects while the conditional simulation may 
lead to massive estimation error.

Deterministic methods consider the estimated values of 
un-sampled regions as the real values without any uncertain-
ties. Such methods are efficient when the physical mechanic 
is known and sampling points are densely distributed. If 
the physical mechanic is unknown or sampling points are 
sparsely distributed, it is improper to neglect the estimation 
errors. The commonly utilized deterministic methods are 
Radial Basis Function (RBF), Inverse Distance Weighted 
(IDW), and Trend Surface (TS).

3.4 � LiDAR Data Products Used in Landslide 
Modeling

The mapping and chosen of a proper set of conditioning 
factors correlated with landslides incidents demand a prior 
knowledge of the major contributors of landslides. The most 
frequent landslide conditioning factors that can be obtained 
from LiDAR-based DTM are altitude, slope, curvature, 
aspect, topographic wetness index (TWI), sediment transport 
index (STI), topographic roughness index (TRI), and stream 
power index (SPI). The following subsections present each 
of these conditioning factors obtained from LiDAR-based 
DTM (Pradhan and Sameen 2017).

3.4.1 � Altitude

Generally, LiDAR techniques are utilized to derive very 
high-resolution DEMs and DSMs. The present accessibility 
of DEMs obtained utilizing LiDAR sensors allow improving 
of landslides identification and mapping. In addition, LiDAR 
technique has a greater advantage of being capable to pen-
etrate vegetation canopies and result significant information 
about the terrain topography (Slatton et al. 2017). Due to this 
ability, LiDAR data can be distinguished in comparison with 
other sources, such as photogrammetry, in revealing land-
slides and scarp areas in forested regions. According to the 
literature, LiDAR- acquired DEM is mainly utilized for the 
semiautomatic identification of landslide characteristics and 
the visual evaluation of topographic surface. Ardizzone et al. 
(2007) stated that the using of LiDAR-acquired DEM can 
improve the detection of landslide locations in comparison 
with analyzing aerial photographs.

3.4.2 � Slope

Slope refers to the change in elevations. It is considered 
one of the major landslides conditioning factors utilized in 
almost every landslides susceptibilities studies. Slope is a 
significant factor in landslides research due to its correlation 
with the driving gravitation force. Generally, slope angle has 
a positive linear correlation with landslides incidents. That is 
as the slope degree increases the gravity vertical component 
increases as well. The calculation of slope can be performed 
through 3D grid data obtained utilizing LiDAR or other tra-
ditional techniques. However, the slope can be accurately 
derived utilizing specific mathematical algorithms because 
LiDAR gathers high-resolution elevations information that 
can be represented in a grid format. The neighborhood algo-
rithm is one of the most popular techniques proposed for 
the calculation of percentage of slope (Zeng et al. 2017). It 
calculates slope for each cell in an elevation grid through 
analyzing every (3 × 3) neighborhood cells. Slope degree 
can be obtained through the conversion of slope percent-
age afterward. Figure 4 illustrates the major stages for slope 
computation from LiDAR point cloud.

The triangle in Fig. 4c is utilized to compute slope from 
an interpolated grid. Slope is defined by the vectors (S1, S2),

In which zi denotes the elevations between pixels and 
di denotes the distances between pixels, as illustrated in 
Fig. 4c. Then slope magnitude and direction is calculated 
as below:

in which S is slope magnitude, r is slope direction, and (S1, 
S2) are vectors that represent the downward slope.

Chow and Hodgson (2009) analyzed the impact of 
LiDAR post-spacing and DEM resolution on the estima-
tion of slope mean. Their analysis revealed that the varia-
tion between modeled slope mean and slope mean decreased 
with increasing spatial resolution and point density of DEM. 
They noticed that the relation of the slope mean with dif-
ferent post-spacing and cell size suggested a linear and a 
logarithmic function, respectively, for all research regions. 
In addition, cell size had a more important impact on the 
slope mean than the posting densities of LiDAR. Moreover, 
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their research also suggested that interpolation techniques 
and their parameters considerably influenced the generation 
of DEM, and subsequently, other derivatives such as slope, 
aspect, and curvature.

In another paper, Chen et al. (2016) performed a research 
on the relation between slope angle and landslide size. Their 
findings revealed that as slope angle increased, potential 
slide size or sliding mass volume decreased. In contrast, 
another research based on numerical simulation carried out 
by Katz et al. (2014) suggested that more material could 
fragment for a specified material strength in steeper slope, 
and thus, the produced landslides could be bigger. Such con-
tradictions suggest that considerable controls for slope angle 
affect the landslides size for a particular material strength.

3.4.3 � Aspect

Slope direction or aspect specifies the downslope direction 
of the maximum change rate utilizing eight neighboring cells 
and subsequently, defines the flow direction. In some areas, 
patterns of soil variances are relevant to the aspect varia-
tions. Slope aspect controls the landslide formation, such as 
rainfall, lineaments, exposure to sunlight, and wind effects. 
Therefore, aspect indirectly affects landslide and has been 
utilized in considerable studies of landslides susceptibility 
mapping. The generation of aspect maps is based on the 
compass direction that a surface faces at raster cell position. 
The measurement of aspect is clockwise and coming full 
circle from 0 (due north) to 360° (due north). A value of 
− 1 is given to the flat areas with no downslope direction. 
Figure 5b illustrates an example of an aspect map obtained 
from high-resolution LiDAR-based DTM. In this exam-
ple, aspect values keep increasing which indicates that the 
compass direction computed utilizing the ESRI algorithms. 
Although, in landslides studies an aspect map is normally 

categorized into nine classes namely: north, northeast, east, 
southeast, south, southwest, west, northwest, and flat.

3.4.4 � Curvature

Basically, curvature defines as the change rate in aspect or 
slope degree and has been reported to influence slopes fail-
ure. Through utilizing a general curvature map, the flow and 
slope morphology characterization can be assessed (Nefes-
lioglu et al. 2008). Profile curvature, which is the perpen-
dicular plane parallel to the slope direction, influences the 
deceleration and acceleration of downslope flow, and thus, 
affects erosion and deposition (Kritikos and Davies 2015). 
The plan curvature is identified as the curvature of a contour 
line found by the crossing of the surface with a horizon-
tal plane. It affects the divergence and convergence of flow 
along a slope. Moreover, Fernandes et al. (2004) stated that 
curvature could be affected by slope erosion processes, such 
as the divergence or convergence of water during downhill 
flows. In addition, curvature is considered as one of the 
landslide-related factors that control landslides incidents.

3.4.5 � Hydrological Factors

Adding to morphological factors, landslide is controlled by 
many hydrological factors, such as TWI, SPI, STI, and TRI. 
TWI is defined as a steady state wetness index. It is fre-
quently utilized to account topographical control on hydro-
logical processes and is a function of both flow direction and 
slope. In addition, TWI is another topographic factor within 
the runoff model and it characterizes the impact of topogra-
phy on the size and location of saturated sources regions of 
runoff generation. TWI is expressed as bellow:

(5)TWI = ln

(

A
s

�

)

.

Fig. 4   Main steps for slope calculation. a An example of LiDAR point clouds, b interpolated grid, and c definition of variables for calculating 
slope on a single facet (Pradhan and Sameen 2017)
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In which As is the particular catchment area (m2/m), and 
β is a sloped angle in radian. Moreover, TWI is a significant 
characteristic of DTM that indicates soil saturation.

STI, that indicates the erosive power of overland flows, 
is obtained by taking into account transport capacity restrict 
sediment flow and catchment evolution erosive theory.

(6)STI =

(

A
s

22.13

)0.6(

sin �

0.0896

)1.3

.

Fig. 5   Examples of geomorphic parameters derived from LiDAR data. a Altitude, b aspect, c slope, and d curvature
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SPI, a measure of a stream erosion power, is also a factor 
that contributes to stabilities within study areas (Regmi et al. 
2014). SPI is calculated as bellow:

4 � Rockfall Protection Based on Modeling 
Support

Rockfall results in serious damages to properties and lives. 
Therefore, the protection of rockfall is a significant concern 
when defending exposed valuable targets in exposed regions, 
or when planning the development of new industrial or urban 
facility and infrastructure. The protection of rockfall involves 
risk assessment, structural countermeasure designing, and 
identification of mitigation options (Volkwein et al. 2011). 
This demands a precise quantification of rockfall boulders 
size distribution and susceptibility in the probable source 
regions, dynamic quantities (bouncing height, velocity, and 
kinetic energy), expected rockfall trajectories, statistical and 
magnitude variability of involved distribution and kinematic, 
and intensity of impacts.

5 � Rockfall Source Identification

The rockfall sources identification (releasing points) is a 
main prerequisite to the modeling of rockfall trajectory, 
since they produce the premier condition of rockfalls paths, 
the relevant probability of rockfall releasing and propaga-
tions to particular target. The identification of rockfall source 
areas can be performed utilizing many methods, involving: 
(1) identification of isolated unstable rocks through geo-
mechanical and topographical surveys; (2) morphometric 
approach, based on identifying of the threshold value of 
slope angle, either obtained from the decomposition of slope 
frequency distribution or subjective for identifying the rocky 
cliff regions; (3) statistical or heuristic ranking of selected 
structural, morphological and lithological descriptor (Frat-
tini et al. 2008); (4) the analysis of spatially distributed 
rocky slopes stabilities utilizing limit equilibrium approach 
for toppling failure, wedge, or plane; (5) geomorphological 
mapping of active or potential sources and past rockfalls 
evidences through field surveys or aerial photo interpretation 
(Agliardi and Crosta 2003); (6) monitoring of the spatial 
distribution of displacements over rocky cliff, as via GBSAR 
technique. An accurate stability analysis of rocks that can 
produce individual rockfall demands in-site discontinuities 
characterization, involving cliff size, persistence, roughness, 
and joint orientation. Such data were collected through field 
discontinuities surveying in the past, which is restricted by 
budget, safety and logistic problems when dealing with huge 
rocky cliff. Nowadays, range imaging techniques such as 

(7)SPI = A
s
× tan �.

TLS and Digital Photogrammetry permit precise 3D struc-
tural and reconstruction assessment of vast rock cliffs even 
under highly danger condition. These techniques are relied 
on the rock-mass strength characteristics and the recogni-
tion of joint patterns, and they might be assisted by struc-
tural assessment based on remote sensing data. The selec-
tion of a particular rockfall sources spatial representation 
influences the results of runout modeling. An appropriate 
rockfall sources can be represented as point-like to show the 
well-known release points or source locations or for back-
analysis processes. Linear sources normally symbolize the 
top envelope of steepest sector or rocky cliff, and are basi-
cally relevant to the highest drop height, first impact energy, 
highest rock potential energy, and fall velocity. Thus, the 
envelope of cliff-top basically provides the most conserva-
tive method for countermeasure design and hazard analysis, 
beyond a safe method to decrease the number of rockfall 
source locations deemed for trajectory modeling.

6 � Rockfall Simulation Models

The task of modelling rockfall has the ultimate goal of gen-
erating rockfall susceptibility and hazard intensity maps 
(Frattini et al. 2008), and are strongly based on trajectory 
modelling (Dorren 2016). The quality, reliability and detail 
of the information available on such models are greatly 
dependent on the type of model and indeed the complexity 
with which the rockfall runout process is modelled (Kavzo-
glu et al. 2014; Peng et al. 2014; Pradhan et al. 2017; Yan 
et al. 2015).

6.1 � 2D Rockfall Models

The horizontal 2D approach is the simplest rockfall mod-
elling approach in which the potential areas affected by 
rockfall is evaluated via assuming a uniform friction for the 
hazard region, and is carried out through one of two meth-
ods (Akgün and Yakut 2017). The first one is to assume 
that the boulder motion mode is just sliding. This includes 
the implementation of a regional topographic-hydrological 
assessment with a sliding friction assumption. This utilizes 
nearest neighbor process implemented in GIS and finds the 
steepest decent path along terrain from the source area. 
The other method is the rockfall energy line approach also 
known as the travel angle (Evans and Hungr 1993). This 
method projects a line from the rockfall source area to the 
farthest accumulate (Fig. 6). Travel angle method considers 
the detachment location from the top of a rockfall sources, 
whilst the shadow angle methods project the line from the 
base, and consider the assumption that rockfall lose 75‒85% 
of its energy through the first impact with the slope sur-
face. The line angle is taken with respect to horizontal and 
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is usually chosen according to recorded rock runout length 
in the study area. Further information related to the pre-
dicted kinetic energy along the shadow angle region can 
also be expected via utilizing the potential height between 
the energy line and the topography (Fig. 6). The advantage 
of horizontal 2D methods is that they are capable to make 
a rapid and broad scale evaluation of rockfall hazard, and 
can be easily implemented in GIS. In addition, some mod-
els offer this as an individual software, such as ConeFall 
(Jaboyedoff and Labiouse 2011).

Performing rockfall simulation along a 2D vertical topo-
graphic profile is the second approach of rockfall assessment 
that usually select the path of steepest decent as a critical 
profile section (Van Dijke and van Westen 1990) or an expert 
defined slope profile, on which a set of ground impacts and 
their flying stages are simulated. Several rockfall models 
employing the vertical 2D method are listed in Table 2. The 
variances among these models are reflected in their approach 
to modelling the ground impact of the rock. Such approach 
is restricted in the prediction of the rockfall lateral spread. 
Nevertheless, runout distances, bouncing height, transla-
tional velocity and in some cases angular velocities and 
contact forces can be calculated for a 2D profile.

6.2 � 2.5D Rockfall Models

The 2.5D model is basically the composition of the vertical 
and horizontal and 2D modelling approaches. First horizon-
tal 2D simulation is carried out to specify the steepest decent 
path producing the 2D vertical profiles for the modelling of 
trajectory; Rocky3 (Dorren and Seijmonsbergen 2003), is an 
example of this model. Such models supply some informa-
tion of the kinematics of rock along the spreading region. 

However, these models do not account for the rock poten-
tial to diverge from its path because of the rock-shape or 
terrain morphology, and thus the lateral spreading are nor 
accounted.

6.3 � 3D Rockfall Models

The 3D rockfall model computes the vector of rock position 
in three dimensions with varied detail degrees. The major 
advantage of 3D over 2D models is that 3D model is capa-
ble to account for the terrain morphology impacts and can 
calculate trajectories divergence. The list of existing rockfall 
models and their abilities is given in Table 2, updated from 
Li and Lan (2015). The major variances between 2D and 
3D models can be observed in how the boulder is modelled.

1.	 Rigid body model takes into account the rock geometry, 
this can be ellipsoids, arbitrary polyhedral, or a simple 
rectangular rock. The block is given a mass for which 
the mass center is tracked in relationship to the rock 
and its inertia tensor. Thus, this approach permits the 
location vector of the simulated block to be determined 
alongside with its direction that is usually defined with a 
quaternion, consequently the vectors of location, angular 
and translational velocity are specified. This approach 
takes into account the full gyroscopic forces and enables 
the forces to be computed at obvious touching points on 
the body of the block. This allows the study of the block 
geometry impact on the characteristics of trajectory. The 
boulder is considered unbreakable and rigid. Thus, the 
fragmentation influences and the deformation of body 
because of the applied forces are not considered. Nev-
ertheless, the approach is more numerically adequate in 
compression with discrete element method, and along 

Fig. 6   Rockfall activities zone 
(release, translation and deposit 
zone) (Evans and Hungr 1993)
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with the personal computer advance, computation time 
can be less than 1 s per trajectory.

2.	 Point-mass model considers the whole block-body as a 
point-like particle. This model neglects the geometry of 
boulder and the interchange of energy between trans-
lational and angular velocity. The computation of kin-
ematic information includes translational velocity and 
location vectors.

3.	 Discrete element method, models a block-body as a 
combination of small mass-points or spheres that are 
linked via elastic elements. Thus, rock deformations can 
be predicted, providing criterion to fragment and break.

4.	 Sphere model considers a boulder as a rigid sphere with 
a set radius. This allows the rocks inertia moment and 
mass to be calculated along with the vectors of loca-
tion, angular and translational velocity. However, the 
issue with utilizing spheres is that they will roll over all 
inclined surfaces, and thus usually over predict runout 
and must, therefore, use threshold values to stop the 
modeling.

7 � Rockfall Parameters

Once the rock released from the rock wall, its falling behav-
ior is controlled by rock and slope properties and slope 
geometry (Fanos and Pradhan 2016). Spherical-shaped rocks 
and bare hard rock slope with a smooth surface represent the 
most considerable rockfall hazard. The parameters of slope 
properties which affect rockfall trajectory are as following:

•	 Coefficient of restitution: the retarding capability of the 
slope surface is the most significant parameter affecting 
the behavior rockfall. Tangential and normal coefficients 
of restitution are utilized in the analysis of rockfall.

•	 Surface roughness: the slope surface irregularities 
account for most of the variance recorded among rock-
falls because they vary the angle at which a block hit the 
slope. The slope roughness is defined as the maximum 
vertical variance within a slope distance equal to the 
rock radius, or the slope angle variation from the aver-
age angle of this slope.

•	 Rolling friction coefficient: the slope resistance to the 
rock angular velocity, defined as the angle tangent at 
which a rock initially at rest starts rolling.

•	 Coefficient of friction: the slope resistance to the rock 
sliding, defined as the angle tangent at which a boulder 
initially at rest begins sliding.

Table 2   Existing rockfall 
simulation models

Program name References Spatial dimension Simulation approach

N.N Ritchie (1963) 2D (slope profile) Lumped mass
Discrete element method Cundall (1971) 2D (slope profile) Rigid body
Computer rockfall model Piteau and Clayton (1976) 2D (slope profile) Lumped mass
ROCKSIM Wu (1985) 2D (slope profile) Lumped mass
SASS Bozzolo and Pamini (1986) 2D (slope profile) Hybrid
N.N Hungr and Evans (1988) 2D (slope profile) Lumped mass
Rotomap Scioldo (1991) 3D (x, y, z) Lumped mass
CADMA Azzoni et al. (1995) 2D (slope profile) Hybrid
STONE Guzzetti et al. (2002) 3D (x, y, z) Lumped mass
Rocky3 Dorren and Seijmonsbergen (2003) 2.5D (x, y coupled 

with slope 
profile)

Hybrid

HY-STONE Crosta et al. (2004) 3D (x, y, z) Hybrid
Rockyfor Dorren and Berger (2006) 3D (x, y, z) Hybrid
RockFall analyst Lan et al. (2007) 3D (x, y, z) Lumped mass
RAMMS:Rockfall Christen et al. (2007) 3D (x, y, z) Rigid body
PICUS-ROCKnROLL Woltjer et al. (2008) 3D (x, y, z) Lumped mass
PICUS Rock‘n’Roll Rammer et al. (2010) 3D (x, y, z) Hybrid
Rockyfor3D Dorren (2012) 3D (x, y, z) Hybrid
NURock Spadari et al. (2013) 2D (slope profile) Lumped mass
RocFall Rocscience Inc. (2013) 2D (slope profile) Hybrid
RAMMS:ROCKFALL Leine et al. (2014) 3D (x, y, z) Rigid body
RocPro3D RocPro3D (2014) 3D (x, y, z) Hybrid
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7.1 � Calibration of Model Parameters

Mostly the parameters in rockfalls trajectories simulation are 
semi-empirical or empirical, and give a convergent phenom-
enological account of complicated physical process. The real 
rock movement succession over a particular trajectory is sel-
dom known, and many combinations of these motion modes 
might produce the similar measured trajectory (Agliardi and 
Crosta 2003). Thus, it is hard to know initially which move-
ment mode prevails in a particular slope segment. This is 
crucial, due to the various movement sequences could result 
in various trajectories, bouncing height, and spatial patterns 
of velocity, even when they have the same maximum runout. 
Therefore, several calibration restrictions as feasible are in 
demand to derive the best rockfall dynamic approximation. 
The frequently utilized calibration approaches in specific 
rockfalls protections assessment are according to the back-
analysis of recorded events or inventory data (Agliardi and 
Crosta 2003).

The calibration of a model is difficult and time-consuming 
of the available time for a sound rockfall simulation, even 
when high-quality data are available. The simplest models 
are commonly easy to be calibrated, but may not provide 
realistic outcomes. In 2D simulation model, it is possible to 
compare between the simulated and observed runout within 
a particular slope segment. For instance, a normally utilized 
indicator of accurate performance of a model is exempli-
fied through the observation that 90% of the simulated rocks 
stop within a slopes sectors where real rocks accumulated. 
However, the position and length of these slopes sectors 
could be carefully selected to permit a meaningful com-
parison (maximum and minimum rocks trajectory) between 
modeling results and observations. The same method can 
be utilized in 3D modeling through computing windows or 
cells to account the distribution of observed and simulated 
stopping points and impacts (Crosta et al. 2015). Meaning-
ful results could be derived in this case if can identify the 
exact rockfalls source areas contributing to model cells. In 
case multi sources contribute to model cells, that is usually 
the case in 3D simulation, the number of rocks arrested or 
impacting in every cell relies on the impact of model resolu-
tion, the spatial distribution of surface characteristics, and 
topographic divergence or convergence (Crosta and Agliardi 
2003). Eventually, it must be noted that back-analyses is reg-
ularly performed in case of extreme and important incidents, 
near to worst case scenario. Thus, the calibration of model 
demands in this case the supposition of a moderate values 
sets of the parameters which control the modeling. This part 
considers a fundamental for the evaluation of rockfall hazard 
and risk.

8 � Rockfall Modeling Approaches

The location of final deposition of rockfall is strongly 
influenced by how the blocks behave at each contact point 
with the slope terrain as it moves downslope (Dorren 
2016). Generally, the different existing models employ 
various mathematical approaches to represent the rock 
movement. Rocks can be represented as either a rigid 
body or a lumped mass. Rigid body method considers the 
rock as a defined fixed volume and shape, accounting for 
detailed associated rock dynamics (Lambert et al. 2013; 
Leine et al. 2014). Whilst lumped mass approach considers 
the rock to be a singular dimensionless point (point mass), 
and do not consider either the rock dynamics such as rota-
tion or the rock-shape (Volkwein et al. 2011).

Almost all the models adopt the coefficients of resti-
tution to represent the rocks rebounding/bouncing, and 
friction coefficient to determine rolling and sliding. Sev-
eral publications detailing parameter quantification and 
calibration of the coefficients of restitution for different 
study areas (Wyllie 2014; Volkwein et al. 2011). Because 
of the local terrain variability, a probabilistic approach is 
normally utilized for varying parameters (both normally 
and tangentially), within a limit to account for the rock 
bouncing stochastic nature (Volkwein et al. 2011).

9 � Rockfall Protection Structures

Rockfall protection structures are an essential tool to miti-
gate rockfall hazard. Since some of the early works on 
the processes of rockfall and protection structure design 
(Ritchie 1963), attempts have been made to provide engi-
neers with rock slope specific design guidelines for protec-
tion measures. The variety in rockfall protection solutions 
available are typically designed with the purpose of halt-
ing or deflecting rockfall from its path, and to withstand 
the expected or modelled impact energy derived from 
rockfall modelling (Fig. 7).

9.1 � Rockfall Barriers

Rockfall barriers are structures made up of steel wire net-
ting supported by posts and foundations (Wendeler et al. 
2017). Nets are suspended with guide ropes which contain 
brake elements which plastically deform under load along 
with the netting. Through this process the impulsive forces 
of rockfall can be spread over time and reduce the loads 
in the retaining structure. Such approaches are widely 
applied as standard rockfall mitigation measures. Rockfall 
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netting design is supported by rigorous testing procedures 
and guidelines for their construction. While the testing 
of rockfall barrier systems is restricted to a standardized 
rock-shape (Fig. 8), this standardization omits the possi-
bility to observe the effects of angular sharp rocks which 
would deliver a much greater punctual loading that has yet 
to be fully investigated.

10 � Rockfall Conditioning Factors

The prediction of future rockfall to generate hazard and 
consequently risk maps demand accurate spatial presenta-
tion of conditioning factors (Fanos et al. 2016). Realizing 
the characteristics of the study area and the failure types 
facilitates the optimal and accurate chosen of conditioning 

factors. Several researchers have utilized only few condi-
tioning factors. The major conditioning factors which can 
be utilized in the studies rockfall are illustrated below:

•	 Altitude map is basically utilized to derive information 
on different geomorphology factors like slope angle 
and aspect, surface curvature, flow accumulation, flow 
direction, and surface roughness. The resolution of 
DEM limited by data availability, and appropriated to 
the context of a given kind of assessment. The slope 
angle strongly influences the stability of a slope. While 
the slope aspect highly influences hydrological pro-
cesses through evapotranspiration. The most important 
factors in the process of the mass movement generation 
is the elevation. However, elevation alone cannot be 
utilized for rockfall detection.

•	 Geological map is utilized to derive information about 
the discontinuities, the type of rock, weathering profile 
depth, distance from active faults, slope angle relation-
ship, and geological structure. In addition, factors like 
thermal stress, salt weathering, and frost friction also can 
be obtained from this conditioning factor.

•	 Geomorphology map is utilized to derive information 
on slope facets, genetic classification of main landform 
buildings process, and geomorphological units.

•	 Land use map is utilized in the normalized difference 
vegetation index (NDVI) or mapping the types of vegeta-
tion and the distance from the road. Slope stability can be 
increases by dense vegetation through two ways: it pro-
vides root network which function as a coherence bond 
for the particles of soil and aids removing soil moisture 
via evapotranspiration.

Fig. 7   Rockfall barrier systems 
and their energy rating (ASTRA 
1998)

Fig. 8   Flexible rockfall barrier being impacted by rocks
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11 � Rockfall Hazard

Within rockfall framework, the hazard of rockfall indicates 
to the rockfall occurrence probability of a given intensity 
(energy) or magnitude (volume) within a particular region 
(Hungr and Evans 1988). The definition involves the position 
concepts (in which a rockfall incident will happen), magni-
tude or intensity (energy amount), and frequency (its tempo-
ral recurrence) (Pradhan and Fanos 2017b). Consequently, 
the simplest map of hazard of rockfall should explain the 
rockfall occurrence probability of a given magnitude within 
a particular region (Crosta and Agliardi 2003). Due to the 
speed mobilities of rockfall incidents, the propagation com-
ponent must also be considered in the assessment of rockfall 
hazard. Thus, rockfall hazard is basically recognized based 
on three elements (Volkwein et al. 2011; Crosta and Agliardi 
2003):

•	 Rock detachment probability from the cliff: the rockfall 
event probability of a particular magnitude (size of rock) 
happens at a particular sources position along a particular 
time period. This parameter includes both the probability 
of spatial occurrence (susceptibility) and the associated 
temporal probabilities, which is also known as the failure 
probabilities (frequencies).

•	 Down-slope propagation: the maximum runout and tra-
jectory of falling rocks.

•	 Intensity (kinetic energy) of rockfall.

Hence, any assessment technique of rockfall hazard 
should take into account the rockfall runout and distribution, 
frequency, susceptibility, and intensity at each position and 
over the trajectory. Nevertheless, just a few methodologies 
of rockfall hazard analysis fulfill all of these demanding.

11.1 � Rockfall Susceptibility

Susceptibilities are the likelihood of occurrence of an inci-
dent in a particular region according to the local terrain 
conditioning factors (Brabb 1984). It delineates the predis-
position of a region to be influenced by a particular future 
incident and provides an estimation of where rockfall is 
probable to happen (Volkwein et al. 2011). Many techniques 
have been proposed in the previous studies to delineate the 
location of potential rockfall incidents.

Susceptibility can be estimated through:

•	 Deterministic methods.
•	 Geomorphological mapping utilizing direct and qualita-

tive techniques.
•	 Statistical analyses (Frattini et al. 2008).
•	 Empirical and semi-empirical rating methods.

The resulting susceptibility map illustrates the predisposi-
tion towards a slope or region instability (Van Westen et al. 
1997).

11.2 � Frequency

Adding to the susceptibilities, the failure temporal probabili-
ties should be assigned to specify the likelihood of the rock-
fall occurrence. It can be expressed in terms of the return 
period (known as the frequency reverse) or the frequency of 
occurrence. The rockfall temporal probability with a particu-
lar volume should be analyzed via the statistical evaluation 
of previous incidents that have happened within a site.

The analysis of in situ-specific rockfall inventory is most 
commonly utilized method for the rockfall frequency estima-
tion is which provides historical information of time and vol-
ume of each rockfall incident. Based on these observations 
a frequency relation of the magnitude-cumulative can be 
structured to assess the annual rockfall incidents frequency 
in particular volume. In case of the lack of historical rockfall 
incidents, the return period or the frequency are impossi-
ble to be precisely evaluated; thus, just the susceptibility of 
rockfall can be assessed.

11.3 � Propagation

The rockfall propagation is relative to the falling rock runout 
(trajectory) along its motion downslope. Basically, the tra-
jectory relies on the features of both the slope and the rock, 
including the slope roughness, the material of outcropping, 
the slope topography, the starting location of the rock, its 
shape and mass, and vegetation density. Many techniques 
have been stated in the previous studies for the evaluation 
of the rockfall propagation, and they can be categorized into 
two major types:

•	 Physical-based approaches: these approaches depend 
on numerical simulations (kinematic modeling) for the 
describing or rockfall movement and propagation accu-
rately. The numerical model considers the rocks as either 
objects with a defined shape (rigid-body models), or a 
point (lumped mass approaches), or combining both of 
them (hybrid body models). The use of numerical sim-
ulation is normally for quantitative assessment at site-
specific scale.

•	 Empirical methods: these methods are simple and allow 
a quick and preliminary evaluation of rocks propaga-
tion without utilizing numerical simulation. Empirical 
method is normally according to the empirical relation-
ship between the runout zone length and the topographic 
factors. The shadow cone angle method and the “Fahr-
böschung”, also known as the travel angle (Evans and 
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Hungr 1993), are the most common methods. These 
methods permit the estimation of the maximum expected 
rock runout. The former, that also has been performed in 
the GIS (Conefall tool), it is also taking into account the 
kinetic energy. These essential methods are normally uti-
lized where the hazard zone covers a wide region (local 
and regional and scale).

11.4 � Intensity

Generally speaking, the assessment of the hazard demands 
the rockfall intensity of a particular magnitude (volume) 
to be estimated. Mostly, the intensity of rockfall is defined 
via the falling rock kinetic energy (Crosta and Agliardi 
2003). This is a compound function that relies on the 
velocity and mass and is determined based on the adopted 
physical standard.

12 � Rockfall Risk

Many assessment techniques of rockfall hazard combine 
risk and hazard evaluation factors. Thus, this section pre-
sents many essential concepts that are relevant to the rock-
fall risk determination. Based on Corominas et al. (2014), 
rockfall risk is defined via three essential elements: haz-
ards, exposure of the elements at risk, and their vulner-
abilities (Eq. 8). These are described via both non-spatial 
and spatial attributes:

In which P(Mi) is the occurrence probability of a mag-
nitude landslides Mi, P(Xj/Mi) is the probability of the 
landslide accumulated at a location with an intensity j of 
a distance X from the sources of landslide, P(T/Xj) is the 
element probability being at the location X at the time of 
landslide occurrence, Vij is the vulnerability of the element 
to a landslide of intensity j and magnitude i, and C is the 
value of the element at risk.

The exposure is defined via the temporal and spatial 
probability that the element at risk is situated at the place 
influenced via the threat (dangerous) at the occurrence 
period. The elements at risk location (spatial exposure) 
incorporate with the rock propagation down the slope (tra-
jectory) specify the reach probability. The reach probabil-
ity defines the associated rocks frequency that is capable 
to arrive at particular target positions (elements at risk) 
along slope surface.

The expected degree of loss is known as the vulnerability 
and it ranges from 1 (total loss) to 0 (no loss). The vulner-
ability relies on both the intensity of the threatening incident 

(8)Rs = P(Mi) × P(Xj∕Mi) × P(T∕Xj) × Vij × C.

that interfaces with it and on the typology of the element at 
risk (its resistance).

Vulnerability encompasses of four major kinds: physical 
vulnerability refers to structures and infrastructure, environ-
mental vulnerability refers to the natural environment, social 
vulnerability refers to the population, and economic vulner-
ability refers to economic activities.

The usual frameworks for a rockfall risk evaluation com-
prises of the following stages:

1.	 Hazard analysis, encompasses the intensity analysis, fail-
ure probability and trajectory of the potential rockfall 
incident.

2.	 The elements at risk identification, comprising their 
degree of exposure, value and number.

3.	 Vulnerability analysis,
4.	 Risk calculation/estimation.

After the identification of risk, mitigation processes 
should be applied. Risk mitigation includes applying appro-
priate management measures and methods and to limit or 
minimize the effects of hazard and associated disaster.

13 � Quantitative and Qualitative Approaches

The assessments of rockfall hazard and risk can be either 
quantitative or qualitative (Fanos and Pradhan 2016). The 
difference between the two methods is in terms of the input 
information, employed processes and ultimate results.

Quantitative techniques utilize ranges of values or numer-
ical values alternative to qualitative expressions. This assess-
ment of hazard aims to assess the hazard in the form of 
numerical probabilities that evaluate the detachment fre-
quencies, encompass intensity and propagation. The quan-
titative analysis attempts to express the damage and quan-
tify the risk financially. Many recent attempts have aimed 
to structure standard procedure to quantify risk in terms of 
official national recommendation or guidelines. Basically, 
the quantitative assessment of risk has been evolved for 
quantifying the possible loss probability which are relevant 
to the hazardous event occurrence via taking into account 
the number of fatalities, injured persons and destroyed build-
ings. The tolerable and acceptable risk threshold varies from 
place to another. The quantitative risk analysis utilizes a 
reproducible and objective technique to quantify risk and 
produces absolute outcomes which can be utilized for com-
parison of various locations, thus providing a fundamental 
for mitigation measures priority. However, the accuracies 
of the quantitative risk analysis are varying because they 
are closely associated with the availability, quality, quantity, 
and reliability of the data set. The quantitative risk analysis 
demands many statistical and geo-mechanical information 
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that restrict its applicability. Therefore, a quantitative assess-
ment may be not much accurate than a qualitative assess-
ment. The accuracy is not relevant to the number of utilizing; 
rather, it relies on whether the risk and hazard components 
have been accurately taken into account and on the quality 
and availability of the information demanded for the rock-
falls hazard, vulnerability and exposure assessment.

Presently, quantitative risk analysis is just feasible when 
a complete inventory data is available of the rockfalls inci-
dents that have happened within the research region. On the 
other hand, the rockfalls activities documentation is usually 
absent or poor at most areas, and detailed rockfalls inventory 
is comparatively rare (Budetta and Nappi 2013), because of 
the recording lack of medium and small incidents of rockfall. 
Due to the lack of historical, statistical, and geo-mechanical 
information which record rockfalls activities, qualitative 
assessment is frequently utilized techniques. Nonetheless, 
the major similarities and variations among qualitative 
techniques have not been explored in the scientific research. 
Therefore, it is difficult to determine which technique is the 
best for a particular study area.

Qualitative techniques specify hazard, element at risk and 
its vulnerability utilizing qualitative descriptors like rating 
systems, classifications, scoring schemes, weighted indices, 
ranked attributes, and ranking matrices. Qualitative assess-
ment can be based on either subjective assessment (assump-
tions or professional judgments), objective (mathematical 
or statistical) assessment, or combining both of them. The 
outcomes of qualitative techniques are normally expressed 
utilizing relative expressions like low, moderate, and high. 
Mostly, qualitative assessment is more frequently utilized 
because it is easy to utilize and can be carried out swiftly 
(Pantelidis 2011). Therefore, most rockfall risk and hazard 
analysis models are qualitative and employ comprehensive 
rating to distinguish numerically the risk or hazard at a par-
ticular area. The comprehensive rating normally utilizes 
many parameters to produce a score and/or evaluation for 
the slopes. Qualitative evaluation produces valuable infor-
mation for the management of risk and hazard, for facilitat-
ing the mitigation measures priority, and for comparative 
comparisons of various locations. In another word, qualita-
tive evaluation considers a first examination procedure of 
the predominant hazard at a particular location to assess 
the riskiest regions further through quantitative techniques.

14 � Conclusion

LiDAR techniques, including TLS, MLS, and ALS, 
permit developments in the identification of displaced 
materials and landslide scarps and the geological map-
ping. They allow automatic landslide modeling, mapping, 
detection, and assessment. LiDAR products, such as very 

high-resolution DTM and slope angles, are widely utilized 
to define the geomorphological features of landslide, such 
as foot, mobilized materials, and scraps. ALS applications 
in landslides mapping are increasing with the development 
of these techniques, especially their horizontal and verti-
cal accuracies. The main utilize of LiDAR point cloud is 
to produce a very high-resolution DTM. However, many 
factors can be obtained from terrain models, which con-
siderably support landslide modeling and mapping. MLS 
and TLS techniques are commonly used to investigate the 
detailed characteristics of small-scale rockfall modeling. 
TLS is efficient for characterizing rock instabilities and for 
estimating volumes of mobilized materials. TLS is more 
effective than MLS and ALS for such applications because 
rock instabilities are controlled by locally planar struc-
tures. The high density of point clouds acquired through 
MLS and TLS also enable researchers to derive accurate 
discontinuity set orientations and slope profiles.

The rockfall risk assessment vary significantly rely-
ing on the landslide type, the techniques used for collect-
ing input data, the considered exposed elements, and the 
scale of the analysis. Quantitative assessment produces 
more objective and comparable hazard and risk outcomes 
than the qualitative method. The cases demonstrated in 
this paper summarize the progress experienced in rock-
fall hazard and risk in last decade. The main challenge in 
quantitative rockfall hazard zoning at both regional and 
local scales is the hazard spatial distribution which are 
better described by the kinetic energy rather than by the 
size (magnitude) of the incident.

The progress produced in the analysis of the vulnerabil-
ity of the exposed elements has benefited the risk assess-
ment. The vulnerability derived can be directly combined 
in the risk assessment. Nevertheless, such methods need 
the consideration of a wide variation of structural arrays 
and typologies which analyses are not yet available.

In spite of this advancement, further studies are still 
needed before rockfall risk assessment could become a rou-
tine. Identifying the magnitude of the probable rockfall is 
still a challenge. Frequency–magnitude relationships are 
basic input data for quantitative hazard and risk assessment, 
though the lack of good quality historical and geological 
data in different areas restricts its implementation. On the 
other hand, frequency–magnitude evaluation assumes the 
presence of constant conditions for both slopes and trig-
gers. However, this assumption is arguable in some geo-
logical contexts, especially in alpine mountainous areas. 
The fragmentation mechanism is not presently involved in 
trajectory modeling and may highly impact the reliability 
and validity of the outcomes. The rockfalls detachment 
without taking into account their fragmentation will lead 
to unrealistic runout distance and impact energy in excess 
of what should be expected. Conventional methods utilized 
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in risk assessment tend to simplify risk in two major parts: 
hazard and vulnerability. However, practical application of 
rockfall risk assessment has shown that exposure; especially 
for mobile features at risk (persons, trains, and cars) has a 
high impact in the probability of loss of life and on the risk 
results.
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