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Abstract. Managing and analyzing the data that generates from routine business operations is one of 
the biggest challenges for the banking industry. Banks play a significant role in the growth of the 
economy as well as provide numerous financial services to the customers. In those services, 
telemarketing is a common business strategy applies in the bank to offer and promote new products 
and services to its customers. This type of campaign produces very large dataset, proper analysis of 
those data can support the bank in planning future strategies. Therefore, this study proposed a data 
mining approach, to analyze and predict using the telemarketing campaign dataset. The dataset was 
prepared based on the pieces of evidence collected from the customers, during the live call session 
organized by the bank. To implement the proposed model, we selected the real dataset generated 
during the telemarketing process. Logistic Regression, Decision Tree, and Multilayer Perceptron 
were part of conducted experiments. The cross-validation strategy applied for measuring and 
comparing the performances of each algorithm. The result suggested that logistic regression provides 
the best accuracy among the three models, recorded as 91.48%. The research is helpful for the 
banking industry, where the model can be used to predict the success of telemarketing calls and 
understand the patterns within the dataset. Moreover, the decision-makers can use the model for 
defining their future strategies to run the telemarketing process efficiently.  

Keywords: Dimensional analysis, Dimensionless products, virus spread rate, basis and regime 
variables, Gauss-Jordan elimination, Temperature as energy. 

1. Introduction 

Telemarketing is one of the common strategies 
for developing a positive association between 
the company and customers. This type of 
strategy is quite a time consuming, requires 
hard effort from the employees to contact the 
customer to achieve the company’s goal. The 
overall strategy is known as direct marketing or 
telemarketing executes in a specific period of 
time using different communication channels 
[1]. This type of marketing campaigns run from 
prearranged locations and targeted contact list. 
To provide some ease in this operation, 
researchers have proposed several strategies 
integrated with use of latest technologies. For 
example business analytics in telemarketing 

using artificial neural networks [2], chat-bot 
design on real marketing data [3], and 
telemarketing forecasting using SVM [4]. 
Therefore, it can be evident that use of current 
technology can reveal many facts for the 
organizations by extracting hidden patterns 
from the collected dataset. The interesting 
patterns like customer’s choice and willingness 
about products and services, and to whom the 
organization can offer similar services with 
attractive offers. 

This research is focused on using the bank 
data for predicting the success of telemarketing 
in banks. The banking industry still requires and 
open with lot of opportunities to improve their 
business and operational activities. Enhancing 
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bank’s database abilities and provide 
sustainable business platform are some major 
issues targeted in previous work [5], where the 
banks are reluctant to provide space to the 
outsiders.  

The main reason behind this issue can be 
restriction and privacy issues as bank possesses 
high confidential data and has strict policy in 
sharing of the customer’s data. Another matter 
discussed in previous researches is the 
extraction of required knowledge from the bank 
data [6]. It is due to having numerous unrelated 
attributes are part of bank dataset. These were 
some examples highlighted in previous 
researches. Therefore, this research dealing 
with large dataset managed and generated by 
the bank working in Portugal. This research 
provides an efficient way to deal with complex 
issues as discussed above related with banking 
industry dataset.  

The main problem undertaken in this 
research is “how data mining algorithms can 
improve the process of telemarketing campaign 
for the banks”. The proposed model can assist 
the banks to understand the targeted customers. 
Subsequently, the research will consider the 
problem for the banks in handling the 
customer’s data and contacting them for deposit 
money. The prediction of accuracy generated by 
different data mining algorithm to improve 
bank’s telemarketing business model. The 
CRoss Industry Standard Process for Data 
Mining (CRISP-DM) selected due to its high 
applicability for finding out hidden patterns 
from the dataset [7]. The model has widely used 
for doing business analytics, forecasting and 
providing business intelligence to the 
enterprises [8]. The data mining approaches has 
also used for different purposes such as 
associating different stakeholder [9] and for 
building smart enterprise application using data 
mining [10].  

This research article is further organized 

as follows. Section II described the related work 
and achieved results in this field of study. 
CRISP-DM step-wise methodology described 
in Section III. The implementation of the model 
using real bank data is further explained in 
Section IV. In the same section, all major steps 
discussed in detail to explain the data, model 
building and evaluation. Section V provides the 
generated results and comprehensive 
discussion. In addition, the results further 
compared with the previous work to understand 
the measured accuracy generated by proposed 
model. Finally, the research concludes by 
explaining all efforts performed in conducing 
this study, with suggestion for the future 
researchers.  

2. Related Work 

The banking industry always trying to 
reach to the customer using any channel to 
provide and offer them different services based 
on their characteristics. Therefore, 
telemarketing is one the major tools for 
contacting with the customers. The campaign 
can run for different purposes such as offering 
new services and promoting new product. In 
recent years, the telemarketing approach turn 
out to be a preferred tool specially in banking 
industry [6], [11]. The services offered by banks 
are different such as deposit money, saving 
certificates, home loan, business loan, 
educational scholarships and others. Overall, 
the purpose of direct marketing is to keep in 
contact with the customers and send them 
product’s information in time. Whereas, during 
the process of contacting the customers, bank 
managed the contact list by filling the responses 
collected against each question during 
discussion.  

The problem relates in this study, to assist 
the bank by analyzing the large dataset 
organized during different activities. The main 
issue with the bank is how to get correct 
prediction ratio during the direct marketing 
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campaign. The idea was presented in the study 
[2] where the researcher proposed the artificial 
neural net model to forecast the chances of 
customers who can apply for short and long 
term deposits in the bank. Furthermore, the 
research incorporated by defining the rules, 
which can be helpful for the decision makers to 
understand the potential benefits that can be 
achieved through the marketing campaign. The 
research has further proved that how integration 
of technology in business operations can 
enhance the growth of industry. The example 
was presented using the real case study of 
banking sector, whereas the model was verified 
through statistical tests with high accuracy.  

The previous literature suggested that the 
data mining approaches has offered lot of 
opportunities to the business industries to 
expand their business using illustrative and 
forecast models [12]. It has been used and 
implemented in different scenario to identify 
the potential customers by analyzing the 
historical data, and identify the customer using 
predictive models [13]. Decision tree algorithm 
is one of the methods of data mining that used 
to classify the data based on supervised learning 
approach, and efficient for prediction [14]. In 
addition, neural net, logistic regression, naïve 
Bayes are some other classification model used 
commonly in business industry [15].   

The CRISP-DM approach applied several 
times in different studies. The main purpose of 
this strategy is to provide business intelligence 
to the industry by analyzing the historical data 
[16]. The experiment conducted on the bank data 
generated from direct marketing campaign [17]. 
The targeted customer were contacted to 
deposit money for long term for the financial 
growth of the bank. The research applied 
CRISP-DM approach by using three different 
algorithms naïve Bayes, decision tree, and 
support vector machine. In addition, the 
research described the selected attributes where 
most of the female customers accepted the offer 

from the bank. Overall implementation of the 
experiment conducted using r-miner. The 
accuracy calculated from each model were 
recorded as 0.87, 0.86, and 0.93 from naïve 
Bayes, decision tree, and support vector 
machine respectively. The results suggested the 
high accuracy is measured through support 
vector algorithm. 

Another idea for predicting the success of 
direct marketing in banking sector is presented 
by [18], which has been evaluated using different 
machine learning algorithms. The idea was 
established to analyze the data set collected 
from 2008 to 2013. During the modeling phase, 
feature selection technique applied to reduce 
the number of attributes and to select most 
appropriate list of attributes. The selection of 
attributes was statistically proved by feature 
selection methods. Two different feature 
selection strategy applied known as “no 
selection” and “forward selection” methods. 
Four different method used during model 
validation such as logistic regression, decision 
tree, neural network, and support vector 
machine. Overall, after successful validation 
process, the neural network provided the best 
result where 0.80 accuracy measured.  

In addition, an article discussed about the 
importance of telemarketing that, managing the 
customer’s data in an efficient way always 
provide the platform to build positive 
relationship and connection during promotions 
and new products offer [19]. The said paper 
applied the integrated approach of data mining 
and machine learning on bank data. The 
purpose was the same as discussed in this paper 
to get the optimal solution for the bank in 
executing telemarketing campaign. The 
proposed model used two different models; 
logistic regression and multilayer perceptron. 
The purpose was to differentiate the 
performance between classification and 
multilayer neuron model. During the cross 
validation process, different combination were 
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applied which provides the mixed accuracy 
measurement.  

The related work discussed in this 
section, explored the main problems 
undertaken in this research. The previous work 
suggested the importance of the research idea as 
some of the researches are published in past two 
years. Therefore, this research can have 
significant impact on banking industry, where 
decision makers can used integrated computing 
approaches for data analysis and to have 
statistical proof before building new 
telemarketing strategy. Based on the literature 
review, the most common approaches extracted 
and used in previous work are logistic 
regression, decision tree, and multilayer 
perceptron. The most related papers and their 
model performances are showing in Table 1, 
where the same dataset used as selected in this 
research. The table is highlighting the lowest 
performance was measured through decision 
tree, whereas the highest performance resulted 
with the help of multilayer perceptron. 

Table 1. The Performance Measurement in Previous Work. 

UCI Data 
Using R Tool, 

[18]2014  

UCI Data 
using Weka, 

,2019 [19] 

UCI Data, 
Using R 
Tool, [17] 

Techniques 
/ Previous 

Work 
83.30% X 86.80% Decision 

Tree 
90. 0% 90.18% X  Logistic 

Regression 
92.90% 89.40% X Multilayer 

Perceptron 

3. Methodology Based on CRISP-DM 

The methodology is the critical and 
central part of the research paper. This section 
describes the stepwise approach to be taken to 
achieve the goal of this research. The research 
methodology in this study is based on CRISP-
DM model, which is famous method for data 
mining implementation [16]. The same approach 
were taken in the related work selected in this 
study as discussed in the previous section [17]. 
The proposed research framework illustrated in 
Fig. 1. 

As shown in the following figure, the 
process starts by selecting the data from the 
bank database, to understand the business 
environment. The data selected form the bank 
industry, in this step it will further identify the 
major business processes and operational 
models of the bank. The business understanding 
process will provide the contextual information 
about data and business. Data understanding is 
the next step as shown in the methodology. The 
author can identify the major attributes of the 
data, and how and when data generated. It can 
further clarify the type of process or campaign, 
which resulted the data creation. Both of these 
steps required to get the contextual information 
about the organization and data.  

Furthermore, data preparation is the next 
step, which is based on CRISP-DM strategy. 
This is one of the critical steps in the overall 
research methodology. As any mistake in data 
or attributes selection can lead to the 
inappropriate results. The main procedure in 
this step is to apply data pre-processing 
techniques such as impute missing values, 
outlier detection, data type transformation and 
others. Attributes selection also very important 
factor, as researcher can remove those 
attributes, which are not related with the 
experiment. Proper knowledge, data 
management experience, and type of models 
play important role in attributes selection. 
Afterwards, the modeling phase starts to select 
data mining model based on the data 
specification. It should be clear at this step that 
which type of data mining techniques is 
applying on the selected data, and what is the 
purpose of implementation. Indeed, the step is 
important again to choose the algorithm based 
on data understanding.  

 Moving forward to the evaluation 
process that is the next phase in this framework. 
It provides the overall analysis and 
performances of the results generated during 
the experiment. The experiment conducted in 
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two phases that are training and testing phase. 
After execution of both phases, the model 
assessment will highlight the success or failure 
of the conducted experiment. The performance 
evaluation can be analyzed using multiple 
criteria such as confusion matrix and accuracy. 
Based on the accuracy of the model the trained 
model can be used and deploy for future 
development in organization. 

 4. Framework Implementation  

Based on the framework presented in the 
previous section, this phase of the work 
presents the implementation of the framework 
using data mining algorithms. The steps of the 
framework discussed in the subsequent 
sections.  

4.1 Business Understanding   

The research used the real world data 
generated by the bank in executing their 
telemarketing campaign. During this campaign, 
the bank asked from its customers about their 
willingness to deposit the money in the bank or 
not. The data has been generated by one of the 
Portuguese banks, where the customer 
contacted by different customers. Therefore, the 
research in this study related to the bank, where 
the data mining model used to predict the 
customer’s choice regarding bank deposit. Each 
record in the dataset divided into multiple 
attributes and can be classified based on the 
customer’s agreement or disagreement. The 
data has been applied using the same scenario 
as described in the dataset. The research can be 
helpful for the banks to predict the chances of 
success and failure during this type of 
telemarketing campaign. The details of data and 
list of attributes are defined in the next section. 

4.2 Data Understanding 

As discussed earlier, the dataset used in 
this study belongs to the real bank data, where 
the data collection was performed by 
Portuguese bank during 2008 to 2013. The data 

was taken from UCI machine repository, which 
was first time used by [18] to extract new 
knowledge from the dataset. The data was 
generated from the telemarketing campaign, 
where the main purpose of this campaign was 
to ask from the customers for long term deposit 
in the bank. The dataset has different 17 
attributes and around 45 thousand transactions, 
and having multiple distinct values categorized 
under each variable. Here each attribute has 
been investigated by asking different questions. 
The distinct values under each variables are 
actually highlighting the answers received from 
the participants during the marketing campaign. 
Some of the common variables investigated are 
age, loan information, duration of the overall 
campaign, and outcome of earlier campaigns. In 
addition, each attribute has been defined using 
different data types such as numerical, binary, 
and categorical. Finally, as the dataset is 
supervised data, therefore it has the final output 
column known as class or label column. This 
column defined about the acceptance and 
rejection by the client in regard of long deposit 
offer asked by the bank. 

4.3 Data Preparation 

In this step, the data is prepared and to be 
ready according to the data mining models. For 
implementation, the rapid miner tool used, 
which is one of the common data mining tools 
has been applied several time in earlier 
researches [20], [21]. Therefore, for data 
preprocessing the provided operator in rapid 
miner used accordingly. Firstly, the data was 
selected and randomly shuffled to prepare it for 
implementation in rapid miner. Secondly, the 
missing values check was applied to know if 
there is any data missing in the file. The data 
file was further modified by converting 
different attributes from numerical to binary as 
logistic regression measure the probability 
based on binary numbers. For example, initially 
the class column has the two different values 
“yes” and “no”, which converted into “1” and 
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“0” respectively. Here the “1” denotes to the 
client’s acceptance and “0” refers to the 
rejection for the long term deposit in the bank. 
The different steps of data preparation is further 
shown in Fig. 2. 

4.4 Modeling 

During the modeling phase, the bank data 
imported and multiple copies created using 
different rapid miner operators. To understand 
the level of performances, multiple data mining 
techniques used in this research and applied for 
training purposes. Logistic regression, decision 
tree, and multilayer perceptron were selected in 
this experiment. The selection of algorithm is 
based on the previous work and performances 
as shown in Table 1. Overall, the modeling 
phase is illustrated in Fig. 3 that implemented 
in rapid miner. The description of each 
algorithm and details about modeling phase is 
discussed in subsequent section.  

4.4.1 Logistic Regression 

This algorithm is type of regression, 
which deals specifically when the dependent 
variable is in binary format. Moreover, other 
variables like independent variables can be of 
different type such as nominal or ordinal. 
Initially, the model was proposed by David Cox 
to evaluate and estimate the probability of 
binary number [22]. Logistic regression is 
common algorithm of machine learning and 
data mining that is also called supervised 
learning used to predict and measure the 
probability for a particular distinct values given 
in the dependent variable.  

In this study, the selected dataset has a 
column known as class variable. This variable 
has two distinct values denoting as “0” and “1”. 
This attribute actually the dependent variable 
and it also defining the final output of 
telemarketing campaign. For example, by 
asking different questions from the clients, the 
final output column is illustrating that, if 
customer agreed or not for long term deposit in 

the bank. Logistic regression algorithm used 
and applied in rapid miner to understand the 
association between single dependent variable 
and multiple independent variables. The 
probability in this experiment will be calculated 
using following formula: 

Logitሺpሻ ൌ 𝑙𝑛 ቀ ௣

ଵି௣
ቁ ൌ

୮୰୭ୠୟୠ୧୪୧୲୷ ୭୤ ୮୰ୣୱୣ୬ୡୣ ୭୤ ୡ୦ୟ୰ୟୡ୲ୣ୰୧ୱ୲୧ୡୱ

୮୰୭ୠୟୠ୧୪୧୲୷ ୭୤ ୟୠୱୣ୬ୡୣ ୭୤ ୡ୦ୟ୰ୟୡ୲ୣ୰୧ୱ୲୧ୡୱ
        (1) 

The p is the probability of presence of the 
characteristic. 

The implementation of logistic regression 
in rapid miner is presented in the following 
figure. The first step was to import the dataset 
using “import operator”. As the model execute 
three algorithm together, to check their 
performances in one run. Although, the 
experiment took long time to run, but it was 
good strategy and used earlier in the related 
work. Afterwards, in the next step researcher 
develop the multiple copies of data to connect 
it with multiple classifier. The operator that is 
showing in the figure named as “logistic 
regression” is actually the cross validation 
operator. This operator has the ability to run 
classifier inside of it. The main advantage of 
cross validation operator is to perform both 
processes together; that is training and testing 
of the model. The details of this operator is 
discussed in the next phase that is “evaluation 
phase”.  

4.4.2 Multilayer Perceptron 

The second model selected in this study is 
related to neural network. This kind of model 
are used widely for different purpose such as 
prediction and estimation. This is a kind of 
machine learning model where we can train the 
model using the biological term called neuron 
[23]. Neurons are the fundamental units of neural 
network that organized and connected 
according to the architecture of the network [24]. 
The auto multilayer perceptron is used in this 
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experiment, which is known as feed-forward 
network. In this algorithm, in addition to the 
input and output layers, there can be one or 
more hidden layers. Each layers consists of 
multiple nodes which also known as perceptron 
[25]. During the training phase, each perceptron 
received information, which used to train the 
model.  

In this kind of network, each node in a 
layer connected with each node of other layer 
with some weight. The information are sending 
from each node of input layer to the each node 
of hidden layer. Furthermore, the hidden layers 
connected with output layer [26]. The number of 
nodes in output layer can be identified based on 
the number of distinct values in class variable. 
An example of MLP is shown in Fig. 4. The 
figure highlighting that there is two hidden 
layers. It can be seen that the all nodes in a layer 
are connected with all nodes in forward layer.  

In this study, the model implementation 
performed using three layers; input, hidden, and 
output layers. The model implemented using 
cross validation operator as shown in Fig. 3. 
First, the input layer that have multiple nodes, 
where each node denotes all values under each 
variable. The input layer is also known as list of 
independent variable which can create impact 
on decision variable after passing through 
hidden layer. The output layer belongs to the 
decision variables. In this case the output layer 
has two values “Yes” and “No”, which 
representing the acceptance or rejection by the 
client for the offer received from the bank. The 
middle layer in neural network is known as 
hidden layer. Normally, the hidden layer can be 
decided according to the probability 
distribution and success rates. The model run 10 
training cycles and 10 number of generations as 
well. Finally, the hidden layer used the 
activation function such as sigmoid, which 
provides the values from 0 to 1. The purpose of 
activation function is to generate weight, and 
limit the output between 0 and 1. That can 

further be used to predict the probability for 
final output layer. In this experiment the 
sigmoid values at Node1 located under Hidden 
Layer1 is shown in Fig. 5. 

4.4.3 Decision Tree 

Decision tree is the third algorithm used 
in this research to train, test, and predict the 
telemarketing campaign data. This algorithm 
generate different nodes, which connected to 
each other and look like a tree. Each node in the 
tree work for a specific attribute and work on 
the bases of splitting rule. The splitting rule 
helps the classifier to collect the sample 
fulfilling the node’s criteria [27]. The classifier is 
popular in data mining and machine learning 
area of research, whereas the classification of 
data in a tree-like nodes is used to predict the 
new dataset. This tree like structure is easy to 
implement and feasible to interpret the small 
tree structure, which make this algorithm fast 
implementation than other.  

The selected dataset applied using 
decision tree algorithm to predict the accuracy 
of the telemarketing campaign. During the 
training phase the example dataset used to 
prepare the machine using tree structure. The 
criteria “gain ratio” used for splitting the 
attributes. Gain ratio is a common criteria apply 
on each attribute to create the uniformity of the 
attributes [28]. An example of splitting attribute 
can be 50>age>50.   

4.5 Evaluation 

The evaluation phase is an important part 
of the experiment conducted in this study. In the 
modeling phase, all the algorithm logistic 
regression, MLP, and decision tree applied and 
trained based on the selected data. The 
evaluation phase applied using cross validation 
procedure to run the evaluation. The cross 
validation operator is a common procedure in 
machine learning, which used to validate the 
model. It further provides the statistical 
performance of the learning algorithm. It is a 
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nested operator that divides into two part 
known as training and testing phase. We used 
10 fold cross validation to divide the number of 
examples into subset for training purposes. It 
will run the process 10 times to train the model 
[29]. In the training phase, the selected classifier 
applied in order to train the model. At this stage, 
we can select the particular criteria or parameter 
for the classifier. Furthermore, the train model 
forward its specification and learning output to 
the testing port. In the testing phase, normally 
two operator used, the first and mandatory 
operator is known as “apply model”. Apply 
model receives the trained model from one port, 
whereas at the second port it received the 
testing dataset. The last step in evaluation phase 
is to test the performance of the model. 
Therefore, the “performance” operator is used, 
which connected with “apply model” port to 
receive the results after model validation. This 
performance port will deliver the overall 
performance of the classifier in the form of 
confusion matrix. Figure 6 is representing the 
evaluation phase for logistic regression 
classifier. This screenshot is showing the nested 
view of cross validation operator. 

4.6 Deployment 

After conducting the overall experiment 
in which step by step different procedure 
applied. Starting from business understating till 
model evaluation. It is the phase where the 
researcher will evaluate the performance of the 
experiment. The confusion matrix generated for 
each model, which has different criteria such as 
precision, recall, and overall accuracy of the 
model. The performance of the classifier is 
explained in the next “result and discussion” 
section. Here, based on the performance of the 
model the bank can deploy the model for new 
dataset and can take the decision for new 
business campaign.  

5.  Result and Discussion 

This section describes the result 
generated from the experiment conducted in 
this study using CRISP-DM approach. Overall, 
there were three model applied and executed as 
discussed earlier. The model successfully 
trained using the selected dataset. Finally the 
model validation applied using 10fold cross 
validation method. The obtained results are 
showing in Table 2. The table is illustrating the 
results using different criteria mentioned as 
precision, recall, and overall accuracy. There 
are different purpose of each criteria, for 
example the precision values generated the 
percentage based on correct predictions divided 
by total predictions. On the other side, the recall 
criteria is used to understand by dividing the 
number of correct prediction results divided by 
total number of results should be returned. 
Finally, the last and most important criteria used 
in this research is to understand the results is 
known as accuracy. The accuracy is the 
measuring criteria, which highlights the 
percentage of dataset that predicted correctly 
[30]. Finally, the results shown in the table is also 
illustrating the comparison of accuracy between 
different models and model’s reliability so that 
it can be used in future or not. 

 Table 2. The Performance Metrics for All Models. 

Classifier Class Precision Recall 
Overall 

Accuracy 

Logistic 
Regression 

0 93.31% 97.39% 
91.48% 

1 68.61% 44.99% 

     

Decision 
Tree 

0 93.79% 96.97% 
89.91% 

1 58.82% 57.92% 

     

Multilayer 
Perceptron 

0 91.90% 97.43% 
90.10% 

1 61.55% 32.39% 

The success ratio of the model is 
presented based on the decision variable that 
was about the client acceptance of rejection on 
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the offer from the bank. This class has two 
distinct values; “0” and ‘”1” as can be seen in 
the above table. The class “0” is representing 
that customer has not accepted the bank offer, 
whereas class “1” is denoting the agreed group 
of customers. The result showing the correct 
prediction level, rather discussing about the 
chances of customer agreement. All three 
approaches has shown acceptable performances 
of the model for predicting the new dataset. 
Overall, in all three classifiers, for class “0” the 
precision and recall values are better than class 
“1”. As discussed above all criteria such as 
precision, recall, and accuracy performances 
are measured through original and predicted 
data values. In the dataset, most of the data 
belonged to the class “0”, as during this 
telemarketing campaign, most of the customers 
refused the offer. The possible reason behind 
low precision and recall values of class “1” may 
be the less number of dataset available in 
training phase. The maximum precision values 
were measure for class “0” by decision tree 
(93.79%), whereas the least is measured by 
MLP (91.90%). Looking at the recall values, 
the maximum measured for class “0” by MLP 
that is 97.43%. Whereas, 96.97% is the recall 
value calculated by decision tree algorithm for 
class “0”. 

The overall accuracy measured by each 
algorithm is much closed to each other, which 
highlights the importance of each algorithm. 
The main purpose of this research is to propose 
a machine learning framework that can train 
and predict the instances efficiently. The model 
can be used further analysis of the new dataset. 
The implementation of the model used the cross 
validation process, which can help to avoid 
overfitting. Apart from the recall and precision 
values where the mixed high and low values 
generated from each algorithm. Here, the 
overall accuracy is important to highlights the 
best performance among all. It can be evident 
from the Table 2 that best promotion efficiency 

is provided by logistic regression where the 
accuracy measured as 91.48%. It shows that 
this algorithm can provide measure benefits to 
the bank while executing the same kind of 
campaign. The model has trained and run 
efficiently using the telemarketing data. The 
other two performances are also much closed to 
each other, like decision tree (89.91%) and 
MLP (90.10%). The model has shown some 
better performance as compare to related work.  

Table 3. The Performances Comparison with Related Work. 

Techniques 
/ Previous 

Work 

This 
Study 

Related Work 

UCI 
Data, 

Using R 
Tool, 
[17] 

UCI Data 
using 
Weka, 

2019 [19] 

UCI Data 
Using R 

Tool, 2014 
[18] 

Decision 
Tree 

89.91% 86.80% X 83.30% 

Logistic 
Regression 

91.48% X 90.18% 90.0% 

Multilayer 
Perceptron 

90.10% X 89.40% 92.90% 

Finally, the comparison of accuracy 
measured in this study with previous work is 
showing in Table 3. The proposed framework 
applied in this study used three different 
machine learning algorithms. In previous work 
different combination were used as mentioned 
in above table. In this study, most of the model 
performed well and measured better accuracy 
than related work except MLP. The comparison 
report provides the better understating and 
clarification regarding the improvement in 
current work. For example, the decision tree 
performance recorded in this study is 89.91%, 
which is higher than the accuracy evaluated and 
presented in first (86.80%) and third (83.30%) 
related work. In addition, the performance of 
MLP is very close to second related work, but 
to compare with third related work the 
performance is less by 2.8%. The reason behind 
the low performance can be related with model 
training or selection of data during training and 
testing phase. Altogether, the best model 
predicted in this study is logistic regression 
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with accuracy higher among all three model 
that is 91.48%. Comparatively, the model also 
outperformed in all related work (90.18% and 
90.0%) as shown in the table. According to the 

results and measured accuracy, the logistic 
regression can be ideal model for predicting the 
consent of the customers regarding long term 
deposit offer from the bank. 

   

 
Fig. 1. The Research Model Adapted from CRISP-DM. 

 
Fig. 2. Data Preparation Phase. 
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Fig. 3. Modeling Phase - Using All Classifiers. 

 

Fig. 4. MLP with Two Hidden Layers [26]. 
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Fig. 5. Sigmoid Values at Nod-1, Hidder Layer-1. 

 
Fig. 6. Evaluation Phase – Logistic Regression Classifier. 
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6.  Conclusion and Future Work 

The telemarketing campaign are 
supposed to be beneficial for the banking 
industry to create positive relationship with the 
customers. This type of campaign offers several 
seasonal and attractive promotions to their 
customer by using different communication 
channels. This study used one of this kind of 
data maintained and launched by Portuguese 
bank. The data was created during 
telemarketing campaign, where they asked 
different questions from the customers to get 
their consent on long term deposit money in the 
bank. The data analysis and machine learning 
algorithms applied in this study to predict the 
customer’s level of agreement. The study 
provides the performances of multiple 
algorithms. The performance were than 
compared with previous work to better 
understand the implications of this research 
work. Overall, among three models selected in 
this study the best accuracy measured by 
logistic regression (91.48%). Furthermore, the 
same algorithm were checked in previous work, 
and it proved the best with high performance 
among three related work who used logistic 
regression. The framework can be applied using 
other machine learning algorithm by combining 
with different validation processes.   
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  تʨقع دقة عʺلॽة الȘȄʨʶʱ عʛʰ الهاتف في الʨʻʰك Ǽاسʙʵʱام اسʛʵʱاج الॽʰانات
  2عʗʮالله الʸلʝॻ الغامȏʗو، 2سلʤॻفʙخ  و ،1الʴلʸيفʦاز 

1 ॼاسʴم الʨعل ʦʶ2و ،اتق ʦʶمات، قʨالʺعل ʦʤن  ،ʜȄʜالع ʙʰع ʥمات، جامعة الʺلʨة الʺعلॽʻات وتقॼاسʴة الॽؗل
   جʙة، الʺʺلؔة العॽȃʛة الʶعʨدǽة

falsolami1@kau.edu.sa  

ʟلʵʱʶʺات . الǽʙʴʱال ʛʰأك ʙة أحॽʻʽوتʛة الȄارʳʱات الॽالعʺل ʧة عʳاتʻانات الॽʰل الʽلʴإدارة وت ʙتع
 ʦǽʙالإضافة إلى تقǼ ادʸʱالاق ʨʺا في ن ً̋ الʱي تʨاجه الʻʸاعة الʺॽɾʛʸة. تلعʖ الʨʻʰك دورًا مه
العʙیʙ مʧ الʙʵمات الʺالॽة للعʺلاء. في هʚه الʙʵمات، ǽعʙ الȘȄʨʶʱ عǼ ʧعʙ اسʛʱاتॽʳॽة عʺل 
 ʧع مʨʻا الʚه ʧج عʱʻة لعʺلائه. یʙیʙمات جʙات وخʳʱʻج مȄوʛوت ʦǽʙقʱل ʥʻʰقة في الॼʢة م ʛؗʱʷم
الʴʺلات مʨʺʳعة بॽانات ʛʽʰؗة جʙًا، وʧȞʺȄ أن یʙعʦ الʴʱلʽل الʺʻاسʖ لهʚه الॽʰانات الʥʻʰ في 

ا لاسʛʵʱاج الॽʰانات  ًr ʴʱلʽل لالȌॽʢʵʱ للاسʛʱاتॽʳॽات الʺʱʶقʰلॽة. لʚلʥ، اقʛʱحʗ هʚه الʙراسة نه
والǼ ʕʰʻʱاسʙʵʱام مʨʺʳعة بॽانات حʺلة الȘȄʨʶʱ عʛʰ الهاتف. تʦ إعʙاد مʨʺʳعة الॽʰانات بʻاءً على 
الأدلة الʱي تʦ جʺعها مʧ العʺلاء، خلال جلʶة الʺȞالʺة الʺॼاشʛة الʱي نʤʺها الʥʻʰ. لʻʱفʚʽ الʨʺʻذج 

اتف. ؗان ʺلॽة الȘȄʨʶʱ عʛʰ الهالʺقʛʱح، اخʛʱنا مʨʺʳعة الॽʰانات الॽʁॽʁʴة الʱي تʦ إنʷاؤها أثʻاء ع
مʱعʙد الॼʢقات جʜءًا مʧ الʳʱارب الʱي أجʗȄʛ. تPerceptron  ʦوالانʙʴار اللʨجʱʶي وشʛʳة القʛار 

تȘʽʰʢ اسʛʱاتॽʳॽة الʴʱقȘ الʺॼʱادل لॽʁاس ومقارنة أداء ؗل خʨارزمॽة. أشارت الʱʻائج إلى أن 
. ǽعʙ الʘʴॼ ٪91.48مʳʶلة بॼʶʻة  الانʙʴار اللʨجʱʶي یʨفʛ أفʹل دقة بʧʽ الʻʺاذج الʲلاثة،

 ʛʰع ȘȄʨʶʱالʺات الȞاح مʳʻب ʕʰʻʱذج للʨʺʻام الʙʵʱاس ʧȞʺǽ ʘʽة، حॽɾʛʸʺاعة الʻʸا للʙًʽمف
الهاتف وفهʦ الأنʺاȋ داخل مʨʺʳعة الॽʰانات. علاوة على ذلʧȞʺǽ ،ʥ لʸانعي القʛار اسʙʵʱام 

 ʨʶʱة الॽل عʺلʽغʷʱة لॽلʰقʱʶʺال ʦاتهॽʳॽاتʛʱاس ʙیʙʴʱذج لʨʺʻفالȞǼ الهاتف ʛʰع ȘȄاءة.  

  .الʻʸاعة الʺॽɾʛʸة، اسʛʵʱاج الॽʰانات، الʱعلʦ الآلي، الȘȄʨʶʱ عʛʰ الهاتف :الكلمات المفتاحية 
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