gladll dga) ol 3 jraal) pailiadd) (el g JLad) cila )y sd
Aty gl
S daaa jalillae il
) )
o JalS Ak ) 3 gana 2
oaldiual)

alladl 9 g pdal) flaall ) pdlie Yl 4y gulad) fladll dgaly Jid
Ol Cpatiienall zrand 4 gulal) fladll Agal g (b (531 B s 5 (2 AY
) Jgal) aladia) G g0 Jadd £laal) LA aladiuly agiis aa | slelity
A Apas plghie o kel flaall cilgaly sy (Say L&l
de &aad 3 allll sda (P300) 300 o 3aU & alghll dli s
Gigaal) b g aga datal ety

<l = Juaiy) dlend da PUI g - A gulald) fladll dgal g Aakiil cilily yiad
£03 Jandii 1) g5 oA a¥) B S alaal <l g Jan dalle ) ) Cilan
DL g M) (e aal) L aladialy Al ol Ja (e g allail)
a3l o3a aa) g4 (feature selection) cilewd!

de gana JLAAY daulial) Ldisl) o -lawd) LSS 2506800 138 Gy
94 oa¥) 13a Jial ad) gal) anl e aUBH £ Gt Ciags Cilad) (pe 43
Ao L Gud Al gl B Siall Cilaad) Slatia) ANXS 5 sl ana &
Sl ) 58 s oa¥) oda | alail) andwil da DU Cilacad) dpaS Jul AU
AUAEH g U Aleaat) cililent

clacd) JLEAS Cla ) sa (£ 63 A Gaadad g Al 3 a3 Alaa ) 00
dagd 5 (wrappers) 4dlall o (filters) chadisall : & gl o2
5 (r") waill Julea g (Fisher score)sdud i aladiad a3, (hybrids)
Regularized Fisher Linear ) ahladl hdll jdd  Cilas
Bayesian Linear ) (b Jw dilas g (Discriminant
laliil) ehil) a3 ) d aladiul M a3 (Discriminant  Analysis
(e O o e il a3 g Gaall a3 ,) 538 (Differential Evolution)
Ll agadil i)

8y om oo el clls (filters) cladoall @) ) Alall cuald
Sl (B Atlad) L) L) LAY o g 9 (1F) iy g e ) A
Ga il (a5 3 6,75 240N (B AR gie s ) 9 %64.8 dal) aaa
+%083.62 dpuiy gl JLARN 5 antadl o DU B gl) Cppaund 23 AU



FEATURE SELECTION & EXTRACTION
ALGORITHMS FOR BRAIN COMPUTER
INTERFACE

By
Anas Abdulgader Mohammed Hadi

Supervised By

Dr. Mahmoud Ibrahim Kamel Ali
Abstract

A Dbrain-computer interface (BCIl) is a direct
communication pathway between a human brain and
an external device. In other words, a BCI allows users
to act on their environment by using only brain
activity, without using peripheral nerves and muscles.
In BCI there are many paradigms; one of them is P300
which occurs in response to a significant but low-
probability event. BCI data is considered to be high in
their dimensionalities which reduce the system
performance.

Feature selection is a dimensionality reduction
technique. Feature selection techniques study how to
select a subset of features that enhance the
performance of the system. The reason behind using
feature selection techniques include reducing
dimensionality, removing irrelevant and redundant
features, reducing the amount of data needed for
learning, and improving algorithms’ predictive
accuracy.

In this thesis, three types of feature selection
techniques are compared and applied. These types are



filter, wrapper, and hybrid. Fisher score, Determination
Coefficient (%), Regularized Fisher Linear Discriminant
(RFLD), and Bayesian Linear Discriminant Analysis
(BLDA) were used as evaluation functions. Differential
Evolution (DE) optimization technique was used as
searching technique. Two datasets were used to
evaluate the results.

Filter types were the preferred to be selected as
feature selection method for P300 based BCI, in
particular r2. This is due to the good reduction in
dimension 64.8% and low computational cost 6.75ms.
The time required for training and testing the
classifier was improved by 83.62%.



