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Abstract

In this paper, we introduce a new scale that can identify the true position
(TP) of an observation within a group of observations, and can reflect the actual
distances between the observations and each other. Through this scale, we will
be able to assign different positions for different order statistics of the same size
and hence we can monitor different variables measured in a different scales
simultaneously.

1. Introduction

Assume that we have a data consisting of n observations, x,, x,, ...,x, and
that we want to 're-scale' such observations in a way that can keep the 'distances'
or the 'relations' between them. Without loss of generality, assume that the data
are coming from a continuous distribution (this means that there are no ties
between such data). Let x,, <x, <...<x,, represents the order statistics (OS) of

Xis Kgwniagk

By what we call "a true position" (7P), we may be able to assign
different scaling for different OS of the same size. This way may be useful in
many applications and it depends on rescaling the data, to reflect a real position
for each value. This 7P may be considered as a level between the ordinal and the
scale measurements and it depends on assigning the position | for the siailest

value x,, and the position n for the largest value x,,.

2. A True Position

The TP procedure goes as follows:

Assign the position 1 for the smallest value x,,, and the position n for the largest

value x,  and let:

)
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D, = Xy =Xy (2.1)
be the range of the » values, and
D, =n-] (2.2)

be the range of the 5 positions. Then the (ascending) 7P for x, (or x,);

denoted by 7p_ (x ) can be obtained through the equation:

™,(x)-1_b», . " {2:3)
X; = Xy D,

Note that equation (2.3) may be considered as the equation of the line
passing through the two points (x,,,1) and (x.y»1), and can be written as

TP, (x,) = gi(x, =g Y (2.4)

It is interesting to note that the formula (2.4) requires knowing xpand x,,
only to obtain P, (x,)for =12 n. Also, through (2.4), we can obtajn the
position for each value independently of the position of all the other values.

We can use equation (2.4) when scaling the values in ascending order,
while scaling the values in descending order requires using the equation:

TPy (5) = 2 xyy = x,) 41 (2.5)

x

It is clear that (2.5) assigns the position | for x.,, and the position n for

{1)*

According to what we just introduced, we wil] assign “same” position for
same (repeated) values.

Example(2.1) . Consider the following data (Conover (1980y,
X=22,9,4,5,1, 16, 15, 206,47,8,31,7

Then the data with the corresponding ascending rank R,, ascending true
position TP,, descending rank R, and descending true position TPy for this data
are given by Table 2.1 below.

Figure 2.1 below, shows the representation for the data Xii=1,2,....14:
the true position TP, and the ascending rank R,. The Figure shows also that the
TP reflects the actual position for the original data, but in a different scale
depending on the sample size (the proof will be given in the next section).

49




1P;
6.98
10.09
11.28
11.04
12
8.41
8.65
6.02

10.33
4.83
10.57

Figure 2.1

Original Values X

| True Position TPa
| 6 s o0t

5123456?8910?112

(123456789101112

3. The relation between TP with the rank R and the origi.ﬁal data X

Here, we will discuss the relation between the true position TP and both
the ordinary ranking R and the original data X,
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3.1 The relation between TP and X

Proposition 3.1: TP reflects the actual position for X.
Proof:

We can see from (2.4) that
D .
Tpa(xi)“T}Ja(x}‘)=B&(x5“x;’)=fs.}':lvza-'-'an, - (31)

that is the difference between two values of the TP divided by Dg is exactly the
difference between the two corresponding values of the original data divided by
Ds.

This show that TP reflects the actual position for the original data, but in a
different scale.

Proposition 3.2: TP is equal to the original data X iff x,, =1 and Xy =N
Proof: |
If x, =land x,, =n , then D, = D;, then Substituting in (2.4) we directly

obtain 7p, (x,) = x, as required. The inverse is also straightforward.

Proposition 3.3: i) The correlation between X and TP, is +1.00.

i) The correlation between X and TP, is -1.00.

Proof:
Note that we can write (2.4) as
TP (x;) = A+ Bx, (3.2)
where the constants A and B are given by:
D
A:I—ﬁxm. (3.3)
D
B~ : (3.4)

Since (3.2) describes a linear relation between X and TP, , we directly obtain the
proof of (i).
Similarly, writing (2.5) in the form:

TP,(x;)=C=-Bx, (3.5)
where the constant C is given by

C=l+—tx,. (3.6)

Since (3.2) describes a linear relation between X and TP4 with opposite sign, we
directly obtain the proof of (ii.
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[tis also clear that the mean and variance of TP can be obtained directly
by knowing the mean and variance of X, since they are linearly related.

3.2 The relation between TP and the rank R

Proposition 3.4: TP is equivalent to the rank R iff the observations
constitute an arithmetic sequence.
Proof:

Consider at first that the observations constitute the arithmetic sequence:

Xy =a+(i-1)d, F=12:n
where a is the first term and d is the base. Then a=x,, D,=n-land

D, =(n-1)d . Substituting in (2.4) will yield:

|
T!-’ﬂ(_rm) = ;(xm -a)+ |

= ;—(fa+l’f—l]d—-a)+|

=i

Conversely, let 7P(x,) =i for (=1,2,...,n . Then substituting in (2.4), will give:

n-1
= ():m —x“})+l
X ~ X
n—1|
= l = ) a),
(n—-Dd

where a=xy, d=(x,, —x,)/(n-1). Thus Xo =a+(i=N)d, for i=1,2 ... n. That is

the observations constitute an arithmetic sequence. Hence the proof.

It is clear also that the relation between the TP and the rank R will be
the same as the relation between the original observations X and the rank R

since X and TP are perfectly related.
As an example for the previous relations, the following correlation matrix
between the original data X, the ranks R, Ry and TR, TRy given in Table 2.1 is

shown in Table 3.1:
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Table 3.1 The correlation matrix for data given in Table 2.1

e Twfmw fm]

X‘ | .93 1 }-.93 -1
R, [ .93 { ] 93 | «] 7'93
TP, | 1 ]_93 ] [ -93| 93
|

Ry [-93[ -1 [-93 e
[lPd( -1 1-93( -] ‘ 93 j I
It is clear from Table 3.1 that the correlation between the original data X and the

TP is "perfect .
4. Monitoring different measures simultaneously

One of the advantages that we can use the TP for, is to monitor more than
one variable measured in a different scale. For example the data given by Tracy
etal (1992) represent simultaneous measurement of three variables for 1
chemical processes : percentage of impurities (X,) , temperature (X,) and
concentration strength (X3). It is clear that these measurements are completely
different in scale, and hence can not be viewed simultaneously in one figure, but
transforming such measurements to the corresponding true positions will enable
us to do so. It will also insure that the relations between the data within each
variable are still the same.

The data with the corresponding TPa is given in Table 4.] below:

Table 4.1
X1 _|TPat]| X2 ITPa2 | X3 TPa3 |
14.92 | 1.00 | 85.77 | 11.69 | 42 26 1.00
16.9 110.60 | 83.77 | 2.43 | 43.44 | 98>
17.38 | 12.93 | 84.46 | 563 | 42.74 | 459
16.9 1'10.60 | 86.27 | 14.00 | 43.6 | 11.01
16.92110.70 [ 85.23 | 9.19 | 43.18 | 7.87
16.711 9.68 |83.81| 2.62 [43.72 | 11.91
17.07111.43 | 86.08 | 13.12 | 43.33 | 8.99
16.93 110.75 | 85.85 | 12.06 | 43.41 | 959
16.71] 9.68 | 85.73 | 11.50 | 43.28 | 862
16.88 | 10.51 | 86.27 | 14.00 | 42.59 | 3.47
16.73 1 9.78 18346 | 1.00 | 44 |14.00
17.07 1 11.43 | 85.81 | 11.87 | 42.78 | 4.89

17.6 | 14.00 | 85.92 | 12.38 43.11 | 7.35
L‘IG.Q 10.60 | 84.23 | 4.56 )43.48110.11]
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Figure 4.1 represents the true positions for the three variables.
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