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ABSTRACT. This paper examines the role of money in the economy of Saudi Arabia using a vector autoregressive approach (VAR). Unit root tests show that logs of money supply (LM1), non-oil GDP (LNOY), and price level (LP) are difference stationary and cointegrated. Variance decompositions and impulse response functions reveal that there exists a bi-directional causation between money supply and nominal non-oil GDP and a unidirectional causation runs from LM1 to LP and from LNOY to LP. These findings suggest that inflation in Saudi Arabia may happen as a result of bottlenecks in supply side and/or a growth in money supply more than the growth in income. These results also lend partial support to the monetarist theory of inflation. Based on these results, it can be said that Saudi Monetary Agency (SAMA) might be able to successfully maintain price stability at consumer’s level by targeting narrow money stock. However, tight monetary policy could have a strong feedback on output. Therefore, simultaneous fiscal measures may help in achieving a longer-term sustainable economic growth.

I. Introduction

The relationship between money, prices and income is one of the major subjects of controversy in macroeconomics. This relationship was considered settled with evidence interpreted as showing that money fluctuations adversely affecting income and prices. However, there is a disagreement between Keynesians and monetarists as to whether the direction of causation runs from income to money, or from money to income. The Keynesians treat money as a passive variable in the demand for money function where monetary authorities respond to increased money demand in an adaptive manner. In particular, Keynesians argue that changes in aggregate demand are expected to cause changes in prices.
On the other hand, the monetarists assign an active role for money supply where an increase (decrease) in the money supply would affect directly, but with a distributed lag, the national income. Therefore, the money supply plays a crucial role in the determination of income. However, they contend that this effect is confined to short-run. In the long-run, money is neutral. Also, monetarists claim that inflation is a purely monetary phenomenon and that in the long run the rate of inflation equals the rate of monetary expansion in excess of the growth of capacity output.\(^1\) Sims (1972) suggested a practical way to test for relationship between money and income using Granger’s concept of causality. Since then, several researchers have applied this technique to the analysis of money-income relationship (i.e. Lee and Li (1983), and Quddus et al. (1989), among others). These studies utilized bivariate causality tests to investigate money-income and money-prices linkages which raise the possibility of an omitted variable bias. This study tries of overcome this problem by using a vector autoregressive (VAR) model to analyze the relationship between money, income and prices in Saudi Arabia. This technique is free of the simultaneity problems that frequently characterize single equation reduced forms. It has the advantage that it does not require stringent a priori assumptions regarding exogeneity and endogeneity. Nelson and Schwert (1982) showed that causality tests based on VAR are more powerful than the single-equation approach. Sims (1982) recommended use of the VAR over the more general structural modelling framework because the former does not impose any priori restrictions on the dynamic relationships among the variables. Although, Cooley and LeRoy (1985) criticized some common uses of the VAR technique, they pointed out that the VAR is still valid for many uses such as “determining the existence of Granger-causal ordering, even in the absence of any theoretical reason to expect them”\(^2\).

This paper considers the usefulness of the VAR methodology for assessing the role of money in explaining fluctuations in output and prices in Saudi Arabia. It examines the ability of money innovations to explain output and prices changes. Basically, a causality test will be used in order to ascertain the role of money in Saudi Arabia. Although, Saudi Arabia, an oil-rich developing country, provides a good case study, it received little attention.\(^3\) The only exception is Rosser and Sheehan (1995). However, Rosser and Sheehan paper was confined to examining whether or not Saudi monetary policy is independent from oil policy. The current paper tries to address a broader issue by investigating the role of monetary policy in the Saudi economy. It is usually argued that money supply is determined by government expenditure. Since the government owns the oil sector and public spending is independent from private activity, this

---

(1) Although monetarists admit that non-monetary influences can temporarily impact the price level, they argue that the price level would subsequently return to its original level unless it is affected by a permanent change in the rate of monetary expansion.

(2) Other authors such as Leamer (1985) and Fackler (1985) have voiced some concerns about the validity of the VAR. The major concern is: under what circumstances can we interpret VAR results as structural and hence draw conclusions about policy questions.

(3) It is usually argued that monetary policy is ineffective in an oil exporting country. Therefore, this paper tries to shed some light on this issue.
means that government expenditure is exclusively financed by money creation. This translates to a causal relationship running from money to non-oil income.

The paper is organized as follows. Section 2 gives a brief review of the literature and outlines the empirical methodology. Section 3 presents the empirical findings. Finally, section 4 summarizes and concludes the paper.

II. Theoretical and Methodological Aspects

The quantity theory is considered the earliest theory of inflation. Based on the assumptions that velocity of money ($V$) is determined by institutional developments in the monetary sector and that the real sector is fixed at predetermined level ($Y$), the quantity theory of money can be interpreted as determining the general price level ($P$).

More specifically, the price level is proportional to the money supply ($M^s$).

\[ P = \frac{M^s}{V} \] \( (4) \)

In the long-run inflation is a monetary phenomenon. However, in the short-run, it is argued that money change can result in an inflation effect and output effect. Friedman (1970) argued that there is a direct causal relationship between the money supply and the rate of inflation. He stated that “inflation is always and everywhere a monetary phenomenon and can be produced only by a more rapid increase in the quantity of money than in output.” (P.24). As a result, an inflationary spell cannot continue without monetary expansion. In their influential work, Friedman and Schwartz (1963) concluded that “throughout the near-century examined in detail we have found that:

(i) changes in the behavior of the money stock have been closely associated with changes in economic activity, money income, and prices.

(ii) The interrelation between monetary and economic change has been highly stable.

(iii) Monetary changes have often had an independent origin; they have not been simply a reflection of changes in economic activity.” (P.676)

In a more recent study, Friedman and Schwartz (1982) restated those basic propositions. They found that changes in money result in equiproportionate changes in the price level. Also, changes in money and nominal income were found to parallel each other with causality runs from money to income. It is assumed that money supply is exogenous and can be controlled by the monetary authorities. This proposition has been the subject of a fierce debate with mixed results. For example, Turnovsky and Wohar (1984) failed to find any identifiable relationship between the money supply and prices over the period 1929-1978 for the United States. On the other hand, Benderly and Zwick (1985) and Jones and Uri (1987) found that money supply caused inflation for the USA. For less developed countries, Togan (1987), Fadil (1989), Jones and Sattar (1988) and Parikh (1990), among others, reported mixed results.

Causality test, first proposed by Granger (1969) and extended by Sims (1972), is based on F-statistic to test for the joint significance of particular lags of the

\( (4) \) Friedman (1956), however, argued that changes in the quantity of money will result in asset substitution leading to changes in both the velocity of money and income with the result that prices will not change proportionately.
independent variables. For two economic variables (i.e. \(X_t\) and \(Y_t\), defined causality in terms of prediction ability.\(^5\) The time series \(X_t\) is said to ‘Granger cause’ \(Y_t\) if this leads to a better prediction of \(Y_t\) by using \(Y_t\) together with \(X_t\) than by simply using \(Y_t\). The test relies on temporal predictive power of one variable as an indication of its causal influence on the other. This can be done by first regressing current values of \(Y_t\) on its past values and past values of \(X_t\). The null hypothesis to be tested is that the coefficients on past values of \(X_t\) are not significantly different from zero as a group. To determine whether causality runs in the other direction, the test is repeated by interchanging \(X\) and \(Y\) and test the joint significance of the coefficients of \(Y_t\).

However, this bivariate causality test raises the possibility of an omitted variable bias. To overcome this problem, it is suggested to use a multivariate vector autoregressive (VAR) model. In the VAR approach, the economic system is represented as a stochastic process described by a vector of random variables. In this unrestricted system, there is no a priori endo-exogenous division of variables. It consists of regressing each current variable in the model on lagged values of itself and lagged values of all the other variables in the system. Algebraically, the unrestricted VAR can be described as:

\[
\begin{bmatrix}
M_t \\
NOY_t \\
P_t
\end{bmatrix}
= \begin{bmatrix}
a_{11}(L) & a_{12}(L) & a_{13}(L) \\
a_{21}(L) & a_{22}(L) & a_{23}(L) \\
a_{31}(L) & a_{32}(L) & a_{33}(L)
\end{bmatrix}
\times
\begin{bmatrix}
M_t \\
NOY_t \\
P_t
\end{bmatrix}
+ \begin{bmatrix}
u_{1,t} \\
u_{2,t} \\
u_{3,t}
\end{bmatrix}
\]

Where \(M_t\) is money supply (M1), \(NOY_t\) is real non-oil GDP, and \(P_t\) is the price level (Consumer price index). \(a_{ij}\)'s are the estimated coefficients and \(L\) denotes a lag operator. \(u_i\) (i=1,2,3) is a column vector of random errors assumed to be uncorrelated.

Since in this system all equations involve only lagged variables on their right-hand sides, and since these variables by definition are not correlated with the error term, use of ordinary least squares (OLS) to each equation separately will provide efficient and consistent estimates of the parameters\(^6\). Although there are no zero restrictions imposed, it is not possible, in practice, to avoid imposing some prior restrictions on a VAR system. Therefore, the choice of the appropriate lag length becomes important. Charemza and Deadman (1992) suggested relating the maximum lag length to the possible existence of autocorrelation in the disturbances\(^7\).

The estimated coefficients from a VAR are difficult to interpret. Therefore, it is common to do dynamic simulations by calculating impulse response (IR) and variance decomposition (VD) functions. The variance decomposition report the proportion of the forecast error of each endogenous variables that is accounted for by each of the other variables. The impulse response functions are the dynamic response of each

---

\(^5\) There are other methods of testing causality, i.e. Sims (1972), and Pierce and Haugh (1977). Although Sim’s test is widely used, Granger’s method is preferred because it saves degrees of freedom. Moreover, Geweke et al. (1983) recommended the use of Granger’s test because of its desirable statistical properties.

\(^6\) However, Sims (1982, 1986), Sargent (1984), Cooley and LeRoy (1985) and Leamer (1985) criticized atheoretical VAR approach.

\(^7\) The imposition of arbitrary lag length, such as equal lag length for all variables used, is considered too restrictive and can lead to biased results. For more details on this subject see Ahking and Miller (1985).
endogenous variable to a one standard deviation random shock given to one of the other variables in the system. It should be noted that the results may be sensitive to the ordering of the variables. Therefore, different orderings should be used to test the robustness of the model.

Causality and vector autoregressive techniques require that the time series involved exhibit covariance stationarity to avoid getting spurious results. Nelson and Plosser (1982) and Nelson and Kang (1981, 1984) showed that ignoring the trend in the series would lead to serious econometric consequences. In order to investigate the stationarity properties of the data, a univariate analysis of the time series is carried out by testing for the presence of a unit root utilizing augmented Dickey-Fuller (ADF) tests (see Dickey and Fuller (1979)). This is done by forming and estimating the following regression:

\[ \Delta X_t = \beta_0 + \beta_1 X_{t-1} + \sum_{i=1}^{k} \alpha_i \Delta X_{t-i} + \epsilon_t \]  

(2)

Where \( \Delta \) represents first differences. The null hypothesis is \( \beta_1=0 \) with significance level provided by Dickey and Fuller (1979) and Mackinnon (1991), among others. Lagged first differences of the dependent variable are included to account for autoregressive-moving average terms. Phillips (1987) and Phillips and Perron (1988) suggested a non-parametric procedure to correct for serial correlation in the errors of equation (2). Since the results of these tests often depend on the number of lags included, careful attention must be paid to the lag length selection. The lag length, \( k \), is set to achieve white-noise error structure in \( \epsilon_t \). A time series is said to be stationary if its mean, variance and covariances are all invariant with respect to time. A time series requiring first-order differencing to achieve stationarity is said to be integrated of order one, I(1). Generally, any linear combination of two I(1) time series will also be an I(1) series. However, if there exists some linear combination of the two series which itself is I(0), then cointegration exists.

The concept of cointegration provides a useful statistical definition of long-run equilibrium relationship between two or more non-stationary time series. Researchers suggested a number of methods to test for cointegration. The most popular method is due to Johansen (1988) and Johansen and Juselius (1990, 1992), JJ thereafter. Engle and Granger (1987) suggested a two-step procedure to test for cointegration. In the first stage, a static (cointegrating) regression equation relating variables under investigation is estimated and, then, its residuals are tested for stationarity using unit root tests outlined above. Sargan and Bhargava (1983) suggested another test using Durbin-Watson statistic from the cointegrating equation. If this statistic is lower than the critical value, then cointegration will be rejected. However, Engle and Granger (1987) test is valid only in a bivariate case where a unique cointegrating vector is guaranteed. In case of more than two variables, Banerjee et al. (1993), and Cuthbertson et al. (1992) showed that JJ procedure is preferred. Also, Gonzalo (1994) compared the performance of the cointegration tests using a Monte Carlo study and found that JJ procedure is the most powerful even for the bivariate system. He showed that JJ approach has consistent estimates even if the errors are non-Gaussian and the
dynamics are not known.

In the following sub-section, we provide a brief explanation of Johansen procedure which draws heavily from the Johansen and Juselius (1990, 1992). Let $X_t$ be a $p \times 1$ vector of $I(1)$ variables expressed as a vector autoregression:

$$X_t = \sum_{i=1}^{k} \pi_i X_{t-i} + \mu + \epsilon_t$$

(3)

Subtracting $X_{t-1}$ from both sides of (3), adding and subtracting $(\pi-1)X_{t-1}$ from the right hand side and rearranging we get:

$$\Delta X_t = \sum_{i=1}^{k} \Gamma_i \Delta X_{t-i} - \pi X_{t-1} + \mu + \epsilon_t$$

(4)

where $\pi = I - \pi_1 - \pi_2 - \ldots - \pi_k$ and $\Gamma_i$s are linear combinations of the $\pi_i$s. All long-run information is contained in the levels terms, $\pi X_{t-k}$. A relation between $\Delta X_t$ and $\pi X_{t-k}$ can exist only if $\pi X_{t-k}$ defines one or more stationary linear combinations. For example, in case of three variables, possible outcomes are; i) rank $(\pi)=3$, which means that all elements of $X_t$ are stationary; ii) rank $(\pi)=0$, which means the system must be estimated in a differenced form; iii) $0 < \text{rank} (\pi) = r < p$ ($p=3$ in our study), then we can write $\pi = \alpha \beta'$ where $\beta$ is a matrix of cointegrating vectors and $\alpha$ is a matrix of error correction coefficients. $\beta$ matrix has the property that $\beta' X_t$ is stationary even though $X_t$ is not stationary.

Estimation begins with regressing $\Delta X_t$ and $X_{t-1}$ on lagged $\Delta X_{t-i}$ and constant term, yielding residuals $R_{\alpha t}$ and $R_{\beta t}$, respectively. Maximum likelihood estimates of $\beta$ are the eigenvectors corresponding to the $r$ largest eigenvalues in solution to:

$$| \lambda S_{11} S_{00}^{-1} S_{10}^{-1} | = 0$$

(5)

where $S_{ij}$ are the product moment matrices of the residuals:

$$S_{ij} = (1/T) \sum_{t=1}^{T} R_{it} R_{jt} \quad i,j=0,1$$

(6)

Two tests for determining the number of cointegrating vectors, $r$, are based on the number of significant eigenvalues in (5). The first, denoted as the trace test, examines the hypothesis of at most $r$ cointegrating vectors against the general unrestricted model $r = p$. It can be found by calculating the following likelihood test statistic:

$$LR = -T \sum_{i=r+1}^{p} \ln(1- \lambda_i), \quad r = 0,1$$

(7)

The second, denoted as the maximum eigenvalue test, tests the null hypothesis that there are $r$ cointegrating vectors against the alternative that there exists $r+1$ cointegrating vectors and is calculated as follows:

$$LR = -T \ln \left(1 - \lambda_{r+1}\right), \quad r=0,1,2$$

(8)
Johansen (1988) showed that both tests will have non-standard distribution under the null hypothesis. Asymptotic critical values have been tabulated in Johansen (1988), Johansen and Juselius (1990), and Osterwald-Lenum (1992).

### III. Data and Empirical Results

The paper uses quarterly data from 1971.1 to 1995.4\(^{(8)}\). All variables are in log form. The first stage in investigating empirical relationships between money on the one hand and non-oil GDP and Prices on the other, is to determine the order of integration of the individual time series. Table (1) reports the results of ADF and PP tests in both levels and first differences. Optimum lags for ADF test were obtained through minimization of Akaike Information Criterion (AIC), and for PP by utilizing Newey-West (1987) method which corrects for heteroskedasticity and autocorrelation in residuals. These results indicate that the first differences of the logs of M1, NOY, and P are stationary\(^{(9)}\). This means that the series of these variables are integrated of order one (I(1)).

<table>
<thead>
<tr>
<th>Variable</th>
<th>ADF</th>
<th>PP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N(^{a})</td>
<td>C&amp;T(^{b})</td>
</tr>
<tr>
<td>LM</td>
<td>0.59</td>
<td>(-1.67)</td>
</tr>
<tr>
<td>LNOY</td>
<td>0.54</td>
<td>(-2.08)</td>
</tr>
<tr>
<td>LP</td>
<td>0.33</td>
<td>(-1.41)</td>
</tr>
</tbody>
</table>

- Numbers in parentheses are for the tests in first differences.
- a: 5% critical value is -1.94, 10% critical value is -1.61.
- b: 5% critical value is -3.41.
- Critical values are taken from Mackinnon (1991).

* indicates 4 lags, and ** indicates 3 lags based on AIC. For ADF. For PP test the lag length is 4 according to Newey-West (1987) criteria.

According to Engle and Granger (1987), a model (i.e. VAR) in differences is misspecified if the time series are cointegrated. The misspecification is due to omission of long-run equilibrium relationships implied by cointegration. In order to account for this possibility, alternative cointegration tests have been applied. Johansen (1988) maximum likelihood (JJ), ADF, PP, and CIRDW tests have been applied. The lag length for variables in JJ test was determined by a sequence of likelihood ratio tests and

---

\(^{(8)}\) Data are taken from Saudi Arabian Monetary Agency (SAMA) annual reports. All data are quarterly except for non-oil GDP which is annual. An interpolation method due to Goldstein and Khan (1976) was used to convert annual data to quarterly. Quarterly figures within any year can be interpolated as:

1st quarter = 0.05460Xt-1 + 0.23437Xt - 0.03906 Xt+1
2nd quarter = 0.00781Xt-1 + 0.26563Xt - 0.02344 Xt+1
3rd quarter = -0.02344 Xt-1 + 0.26563Xt +0.00871 Xt+1
4th quarter = -0.03906 Xt-1 + 0.23437Xt +0.05469 Xt+1

\(^{(9)}\) The only exception is for LP when using ADF with constant and time trend. Other tests show that LP contains a unit root. Therefore, we disregard this result.
Hamad S. Al-Bazai found that four lags are optimal, for ADF by minimizing AIC, and for PP by utilizing Newey-West method. Johansen trace and $\lambda_{\text{max}}$ test: statistics, reported in Table (2), show that we cannot reject the hypothesis of cointegrating vectors at the 1 percent level of significance. The test indicates the existence of two cointegrating vectors. Cointegrating Durbin-Watson (CIDW) test, and ADF and PP tests on residuals of cointegrating equation confirm Johansen test result. This means there exists a long-run relationship between LM1, LNOY, and LP. Hence, all the variables were entered in VAR model in logged levels. The optimal lag length on the VARs was derived using a sequence of likelihood ratio tests and through minimization of AIC. It was found that five lags are optimal (10).

Table (2) Cointegration tests

<table>
<thead>
<tr>
<th>Eigenvalue</th>
<th>$\lambda_{\text{MAX}}$</th>
<th>5% Trace</th>
<th>5% Hypothesis</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.26</td>
<td>41.94</td>
<td>17.89</td>
<td>60.07</td>
</tr>
<tr>
<td>0.18</td>
<td>17.33</td>
<td>11.44</td>
<td>18.13</td>
</tr>
<tr>
<td>0.009</td>
<td>0.80</td>
<td>3.84</td>
<td>0.80</td>
</tr>
<tr>
<td>CIDW=0.65</td>
<td>ADF= -3.21</td>
<td>PP= - 4.19</td>
<td></td>
</tr>
</tbody>
</table>

# Johansen test with no constant or time trend.
** significant at 1% level of significance.
* significant at 5% level of significance, (critical value -1.94).
- Critical values for ADF and PP are taken from Mackinnon (1991).
*** significant at 5% level of significance, (critical value 0.38, taken from Sargan and Bhargava (1983)).

Since the equations of the VAR contain only lagged values of the variables, correlation of residuals across equations will reflect any contemporaneous relations among the variables. To deal with contemporaneous correlation in the computation of variance decomposition (VD) and impulse response functions (IR), the errors are orthogonalized by a Cholseky decomposition so that the covariance matrix of the resulting innovations is diagonal (11).

(10) A likelihood test statistic was calculated to test the weak exogeniety of each of the variables, LM1, LP, LNOY. The test statistic that all these variables are all weakly exogenous is 4.87, which should be compared with $\chi^2(2.90%)= 4.61$. This indicates that there may be some information in the equation for p and noy, and as a consequence it may not be efficient to analyze a single equation to estimate the parameters in individual equations. Also, a VAR model based on the two cointegrating vectors was estimated and analyzed. The results obtained are almost the same. Therefore, they are not reported here to conserve space.

(11) There are several plausible alternative structures to identifying the system (i.e. Bernanke (1986), Blanchard and Quah (1989), and Robertson and Orden (1990) among others), the one presented here has been used extensively in the applied research and found to perform well. Each method has its own shortcomings.
Table (3) shows the variance decomposition for the variables for first, tenth, and twentieth periods. Runkle (1987) noted that reporting VDs without their standard errors is similar to reporting regression coefficients without t statistics. Thus, we use a Monte Carlo simulations with 1000 draws to generate these standard errors. The point estimate is judged to be statistically significant if it is at least twice the standard error. From Table (3), it can be noted that a significant feedback exists between M1 and NOY. However, the causal relationship is stronger from the monetary policy variable to the income variable than vice versa. Innovations in M1 explain 43 percent of variations in NOY at the end of the 20-quarter period, while NOY innovations explain about 30 percent of the variation in M1. In the case of price level and M1, and P and NOY, the causality relationships exist in one direction, from each of M1 and NOY to P without feedback. In fact, M1 and NOY explain higher proportion of the price level than the innovation in the price level itself (i.e. 51% vs. 48% for M1 and 34% vs. 8% at the end of 10th quarter period for NOY). To check the robustness of the results, different ordering of the variables were tried. The results are relatively similar for either order of decomposition and, hence, they are not reported here.

Table (3) Variance Decompositions

<table>
<thead>
<tr>
<th>EFFECT ON</th>
<th>SOURCE OF SHOCK</th>
<th>LM</th>
<th>10</th>
<th>20</th>
<th>10</th>
<th>20</th>
<th>10</th>
<th>20</th>
<th>10</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>LM</td>
<td>LM</td>
<td>100</td>
<td>60.0</td>
<td>2*</td>
<td>2</td>
<td>38.0</td>
<td>30.0</td>
<td>0.00</td>
<td>2.00</td>
<td>10.00</td>
</tr>
<tr>
<td>NOY</td>
<td>LNOY</td>
<td>4.00</td>
<td>31.00</td>
<td>43.00</td>
<td>94.00</td>
<td>67.00</td>
<td>45.00</td>
<td>2.00</td>
<td>2.00</td>
<td>12.00</td>
</tr>
<tr>
<td>P</td>
<td>LP</td>
<td>51.00</td>
<td>58.00</td>
<td>59.00</td>
<td>1.00</td>
<td>34.00</td>
<td>26.00</td>
<td>48.00</td>
<td>8.00</td>
<td>15.00</td>
</tr>
</tbody>
</table>

- standard errors are 1.7, 6.7, and 8.6 for periods 1, 10, and 20 respectively, that the value is at least twice the standard error.

In order to investigate these relationships further, we estimate impulse response functions. Figures 1a, 1b, 2a, 2b, 3a, and 3b plot these impulse response functions for each one of the three variables (M1, NOY, and P) with respect to innovations equivalent to 1 percent point rise in the other two variables. These figures also include standard errors bands (±two standard deviations). The solid lines in the graphs are the mean responses, while the dashed lines are approximate 95% confidence intervals. Figures 1a,b plot the impulse responses of M1 to a shock from P and NOY respectively. They show how the dependent variables respond over a 20-quarter horizon to a one standard-deviation change in each shock. The confidence interval for the response of money to price level (figure 1a) are not too wide, indicating that the impulse responses are reasonably precise. It shows no response at time zero, but responses from period one onward. Eventually, it converges to zero. This indicates insignificant responses of money to a shock in price level.

(*) The author would like to thank one of the refrees for his helpful comments. Any remaining errors are the sole responsibility of the author.
Figures 1b and 2b show bi-directional causality between M1 and NOY. For figure 1b, the lower 95% confidence band is above zero all the time, while the lower 95% confidence band for figure 2b becomes below zero at the 10-quarter period. This indicates that causality running from M1 to NOY is relatively stronger than the other way which confirms the result reached using variance decompositions. The positive shocks to one of these two variables lead to an increase in the other variable. This result suggests that monetary policy has a significant influence on the real sector of the economy.
Figures 3a, b show that the money supply (M1) and non-oil GDP have the impact on price level. A shock to M1 initially has a negative effect on P. In period three, it starts to increase and becomes positive. The peak effect occurs in the eighth quarter and gradually diminishes and becomes insignificant at the 18-quarter period. A shock to NOY produces insignificant response in P. However, the impact of NOY becomes significant in period three and reaches its peak in period 4. This effect becomes insignificant in period eight. Although, one can see that the impact of M1 on P is relatively stronger than the impact of NOY on P, this supports the view that inflationary pressure in Saudi Arabia is not entirely caused by monetary factors.
Figure (3a) Response of $P$ to one S.D. Innovations ± 2 S.E. in M1.

Figure (3b) Response of $P$ to one S.D. Innovations ± 2 S.E. in NOY.

IV. Conclusion

This paper examines the empirical relationships connecting money to income and prices within the context of a vector autoregressive model using quarterly Saudi data. The paper also investigates the statistical properties of time series of the variables. It was found that all series are difference stationary and cointegrated. The impact of one variable on the other variables is evaluated through computation of variance decompositions and impulse response functions for which standard errors are calculated through Monte Carlo simulations. The results indicate a bi-directional causality between money and income and unidirectional causality between money and prices and between income and prices. The causality runs from money and income to prices without feedback.
These findings have useful theoretical and policy implications for the policymakers. First, the bi-directional causality between money supply and nominal output is consistent with the Keynesian and monetarist theories. Second, money supply (narrowly defined) appears to be contributing to inflationary pressure. This contradicts the widely held view that inflation in Saudi Arabia is mainly caused by demand pressures. It also casts some doubt on the presumption that, in an oil dependent economy, monetary policy is endogenous and hence ineffective. In contrast, the monetarist view that inflation is a monetary phenomenon is partially accepted. Third, the strong effect of money supply on income may result from both increase in demand and supply. Fourth, if monetary authorities are determined to maintain price stability, controlling money supply may lead to stable prices at the consumer’s level, but may slow down real activity. Therefore, monetary policy should be supplemented by fiscal measures to reduce infrastructure bottlenecks and supply constraints.
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تحليل دينامي لدور القيمة في المملكة العربية السعودية
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المستكشف: يفحص هذه الورقة دور القيمة في الاقتصاد العربي السعودي مستخدمة في ذلك منهجية الإخبار الذاتي. ويتبع من افتراضات حذر الوحدة أن للاستثمار كلال من التعرف على القيمة (LM1) والنتائج المحسوبين من النمو (LNOY) لأسعار المستهلكين (LP) تحتوي على حذر الوحدة كما تفيد اختبارات التكامل المشترك ووجود التكامل المشترك بين هذه المتغيرات، كما يبين من تحليلات التباين وفحص دوال الاستجابة وجود علاقة سببية في اتجاه واحد من LNOY وعلاقة سببية في اتجاه واحد من LM1. وتُستفيد هذه النتائج أن القيمة في المملكة قد يحدث LP إلى LNOY ومن LP إلى LM1 بسبب وجود الاحتياطيات في جانب القيمة كما يمكن أن يحدث بسمة زيادة القيمة النقدي بشكل élevé. وقد يكون النتائج على الإطلاق جزئيًا فرضية القيمة النقدية من أن القيمة تظهر لذة تقدمية. وما ينتقد من هذه النتائج أيضًا في القيمة النقدية LM1 أن استخدام القيمة النقدية المتحركة في الاقتصاد الذي في أسعار المستهلكين، إلا أن ذلك قد يؤدي إلى الحد من نمو النشاط الاقتصادي ولذا يفضل تدريب السياسة النقدية على السياسة المالية لضمان عدم تأثير النتائج على السياسة النقدية.