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-Newton Raphson
-Secant
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Bracketing Methods

(Or, two point methods for finding roots)

* Two initial guesses for the (o) 4
root are required. These
guesses must “bracket” or i

be on either side of the root.

== > Figure

20 —
 If one root of a real and

continuous function, f(x)=0,
IS bounded by values x=x,, X i
=X, then
f(x,) . f(x,) <0. (The function 0
changes sign on opposite sides of the
root)




Basis of Bisection Method

Theorem  An equation f(x)=0, where f(X) is a real continuous function,
has at least one root between x, and x,, if f(x)) f(x,) <O.

FOX)A

At least one root exists between the two points if the function is
real, continuous, and changes sign.



Algorithm for Bisection Method

Step 1

Choose x, and x, as two guesses for the root such that f(x,)
f(x,) <0, or in other words, f(x) changes sign between x, and
X,. This was demonstrated in Figure 1.

FOOA




Step 2

Estimate the root, x_ of the equation f (x) = 0 as the mid point
between x, and x, as

T(x)/

>

Estimate of x,



Step 3
Now check the following

a) |If f(%)f(%,) <O, then the root lies between Xx,and X _;
thenx,=x,; X, =X_.

b) 1f T(x)f(x,)>0, then the root lies between X_and x;

thenx,=x_; X, =X,

c) Iff(x)f(x )=0;then the rootis X Stop the algorithm if
this is true.



Step 4

Find the new estimate of the root

Xy+ X
Xy = 4 u
2
Find the absolute relative approximate error
new Id
X" =X
‘Ea‘ - new X].OO
Xm
where
x2 = previous estimate of root
X" = current estimate of root



Step 5

Compare the absolute relative approximate error with the pre-s}ge?ified
error tolerance 2

ES
Go to Step 2 using new
Yes — upper and lower
Is |e,|>€? guesses.
No » Stop the algorithm

Note one should also check whether the number of iterations is more than
the maximum number of iterations allowed. If so, one needs to terminate the
algorithm and notify the user about it.



Example 1

In the diagram shown the floating ball has a specific gravity of
0.6 and has a radius of 5.5 cm. You are asked to find the
depth to which the ball is submerged when floating in water.

e —=

Water

Diagram of the floating ball
10



Example 1 Cont.

The equation that gives the depth x to which the ball is
submerged under water is given by

x> —0.165x° +3.993x10™* =0

a) Use the bisection method of finding roots of equations to find
the depth x to which the ball is submerged under water.
Conduct three iterations to estimate the root of the above
equation.

b) Find the absolute relative approximate error at the end of
each iteration, and the number of significant digits at least
correct at the end of each iteration.



Example 1 Cont.

From the physics of the problem, the ball would be submerged
between x =0 and x = 2R,

where R = radius of the ball,
that is

0<x<2R
0 < x < 2(0.055)
0<x<0.11 e

e —=

Diagram of the floating ball
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Example 1 Cont.

Solution Entered hnction on given interval
To aid in the understanding of how this v
method works to find the root of an 0.0003]
equation, the graph of f(x) is shown to y |
the right, 0.0002
where 0.0001:
002 0 002 004

00001 1
f(x)=x®—-0165x>+3993x10™* ooz,

00003

Function

Graph of the function f(x)



Example 1 Cont.

Let us assume
X, = 0.00
X, =0.11
Check if the function changes sign between x, and X,
f(x,)=f(0)=(0) —0.165(0) +3.993x10™* =3.993x10™*
f(x,)= f(0.11)=(0.11)’ —=0.165(0.11)* +3.993x10™* = —2.662x10™*

Hence
f(x)f(x,)= f(0)f(0.11)=(3.993x10*)-2.662x10*)< 0

So there is at least on root between x, and x, that is between 0 and 0.11



Example 1 Cont.

Entered function an given interval with upper and lower gquesses
Dyﬂb&-
00003

Y 0.00021

EI.EIEIEI’I'f

002 1 o002 oo4 oo 0.12

00001 .
00002

-0.0003

Function
¥, Lower guess
¥u, Lpper gquess

Graph demonstrating sign change between initial limits



Example 1 Cont.

lteration 1 X —+ X 0+0.11
The estimate of the rootis X, = — > 1L = > =0.055

f(x_ )= f(0.055)=(0.055) —0.165(0.055)* +3.993x10™* = 6.655x10°
£(x,)f(x,)=f(0)f(0.055)=(3.993x10*)6.655x10°)> 0

Hence the root is bracketed between x_ and x , that is, between 0.055
and 0.11. So, the lower and upper limits of the new bracket are

X, =0.055, x, =0.11

At this point, the absolute relative approximate error ‘e )cannot be
calculated as we do not have a previous approximation.



Example 1 Cont.

Entered function on given interval with upper and lower

guesses and estimated root

0.0003 §

¥ 00002

0.0001 '

002 Y] o0z o004 0B 003 01 012
-0.0001 y

-0.0002

-0.0003

Function

¥l, Lower guess
¥, Upper guess
®r, Estimated root

Estimate of the root for Iteration 1



Example 1 Cont.

lteration 2 X, +x, 0.055+0.11
The estimate of the rootis X, =— > = > =0.0825
f(x_ )= (0.0825)=(0.0825)’ —0.165(0.0825)" +3.993x10™* = —1.622 x10™

£(x,)f(x,)= (0.055)f (0.0825) = (~1.622 x10* )6.655 x10° )< 0

Hence the root is bracketed between x, and x_, that is, between 0.055
and 0.0825. So, the lower and upper limits of the new bracket are

=0.055, x, =0.0825



Example 1 Cont.

Entered function on given interval with upper and lower
guesses and estimated root

002 ] o002 004 0

Function

x|, Lower guess
¥U, Upper quess
xt, Estimated root

Estimate of the root for Iteration 2



Example 1 Cont.

The absolute relative approximate error ‘ea‘ at the end of Iteration 2 is

new old

— Xm
new
m

0.0825-0.055
0.0825
= 33.333%

X

m

X

x100

<

x100

None of the significant digits are at least correct in the estimate root of
X, = 0.0825 because the absolute relative approximate error is greater
than 5%.



Example 1 Cont.

lteration 3 0.055+0.0825
The estimate of the rootis X, = XA +2 =0.06875

2

f(x_ )= f(0.06875)=(0.06875) —0.165(0.06875)° +3.993x10* = -5.563x10°°
£(x,)f(x,)= f(0.055)f (0.06875)=(6.655x10"° |~5.563x10° )< 0

Hence the root is bracketed between x, and x_, that is, between 0.055
and 0.06875. So, the lower and upper limits of the new bracket are

=0.055, X, =0.06875



Example 1 Cont.

Entered function on given interval with upper and lower

ng)d-

0.0003

guesses and estimated root

0.0002

0.0001

002 1 00?2 oo4 oosloos o1 02

-0.0001 5 X

-0.0002 -

10,0003

Function

¥l, Loweer gquess
¥u, Lpperguess
#f, Estimated root

Estimate of the root for Iteration 3



Example 1 Cont.

The absolute relative approximate error ‘ea‘ at the end of Iteration 3 is

new old

— Xm
new
m

0.06875—-0.0825
0.06875

X

m

X

x100

‘Ea‘ =

x100

=20%

Still none of the significant digits are at least correct in the estimated
root of the equation as the absolute relative approximate error is greater
than 5%.

Seven more iterations were conducted and these iterations are shown
in Table 1.



Table 1 Root of f(x)=0 as function of number of iterations for bisection

Table 1 Cont.

method.
Iteration X, X, Xm |ca| % f(Xm)
1 0.00000 | 0.11 0.055 | ----meeee- 6.655x10 >
2 0.055 0.11 0.0825 33.33 ~1.622x107*
3 0.055 | 0.0825 | 0.06875 | 20.00 ~5.563%107°
4 0.055 | 0.06875 | 0.06188 | 11.11 4.484x10°°
5 0.06188 | 0.06875 | 0.06531 | 5.263 —2.593x10°°
6 0.06188 | 0.06531 | 0.06359 | 2.702 | —1.0804x107°
7 0.06188 | 0.06359 | 0.06273 | 1.370 ~3.176x10°°
8 0.06188 | 0.06273 | 0.0623 | 0.6897 6.497x10"
9 0.0623 | 0.06273 | 0.06252 | 0.3436 | —1.265x10°
10 0.0623 | 0.06252 | 0.06241 | 0.1721 | —3.0768x10°’




Newton-Raphson Method

« Most widely used method.
« Based on Taylor series expansion:

f (X

Theroot s the value of x.

1+1

2

)= £ (x)+ /(X )AX+ f”(xi)%JrOAx?’

Rearrangin g,

0= 1(x;)+ (X )( Xi

i+1

T (%)
F'(x)

when f(x;,,) =0

1+1

olve for

Newton-Raphson
formula



« Aconvenient method for /1
functions whose Slope = /()|
derivatives can be f@) == mmmmm o oo
evaluated analytically. It
may not be convenient
for functions whose 0
derivatives cannot be
evaluated analytically.

r fl) — 0
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Newton-Raphson Method

) )
FXG) [ « — f(Xi )
1+1 I f (Xi )
f(xi-l) ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,
/Xi+2 gXi+1 X

Geometrical illustration of the Newton-Raphson method.



Derivation

f(x) A

F(XG) frorrromemssennsnsn s tan (0[ ) —

f(x)

£ (%) =

> X
/ Xi+1 Xi Xig =X

Derivation of the Newton-Raphson method.

Xi — X

7o)



Algorithm for Newton - Raphson Method

Step 1 Evaluate f’(X) symbolically.

Step 2

Use an)i(nitial guess of the root, X; , to estimate the new value of the root,
, AS 1+1

Xi+l — XI - [
f(x)
Step 3 Find the absolute relative approximate error‘ea‘ as
X = X
‘ea‘ — [ZiHl %) 100
Xi+1
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Step 4

Compare the absolute relative approximate error with
the pre-specified relative error tolerance e

Yes

Is |e,|>€?

NoO

\ 4

Go to Step 2 using new
estimate of the root.

A 4

Stop the algorithm

Also, check if the number of iterations has exceeded the
maximum number of iterations allowed. If so, one needs
to terminate the algorithm and notify the user.




Example

Solve Example 1 using Newton-Raphson Methods.

Step 1
Solve for f '(X)
f (x)=x%-0165x°+3993x10™
f'(x)=23x%-0.33x
Let us assume the initial guess of the root of f (X): 0 is Xy, = 0.05m
This is a reasonable guess !

and X =0 X=0.11m are not good choices) as the extreme values
of the depth x would be 0 and the diameter (0.11 m) of the ball.



Example Cont.

Step 2

lteration 1
The estimate of the root is

)

(%)

(0.05)° —0.165(0.05)" + 3.993x10~*

=0.05—

3(0.05)° —0.33(0.05)
1.118x10°*

—9x%x10°°
=0.05—-(—0.01242)

=0.06242

=0.05—




Example Cont.

Entered function on given interval with current and next root
and tangent line of the curve at the current root

>

0.0003
y 0.0002 7
0.0001 1
002 U
-0.0001 4
000021
-0.0003 7
Function
.................. }(O. Current I'OOt
%1, Mew root
Tangent line

Estimate of the root for the first iteration.



Example Cont.

Step 3

The absolute relative approximate error |ea|at the end of Iteration 1 is

X, — X,
Xl
_ 0.06242 —-0.05 100
0.06242

=19.90%

%100

\EaVZ

The number of significant digits at least correct is 0, as you need an
absolute relative approximate error of 5% or less for at least one
significant digits to be correct in your result.



Example Cont.

lteration 2
The estimate of the root is

f(x)
f(x)

(0.06242)° —0.165(0.06242)" +3.993x10~*

=0.06242 —

3(0.06242)° —0.33(0.06242)

—3.97781x10°’
—8.90973x10°°
=0.06242 — (4.4646 x10°)

=0.06238

=0.06242 —



Example Cont.

Entered function on given interval with current and next root
and tangent line of the curve at the current root

.
0.0003
y 0.0002 7
0.0001 1
002 U
-0.0001 4
000021
-0.0003 7
Function
.................. }(‘] , Current I'OOt
*2, Mew root
Tangent line

Estimate of the root for the Iteration 2.



Example Cont.

The absolute relative approximate error |ea|at the end of Iteration 2 is

X2 =%
X2
0.06238 —0.06242
0.06238

=0.0716%

%100

<.

%100

The maximum value of m for which |e,| <0.5x10*™" is 2.844.
Hence, the number of significant digits at least correct in the
answer is 2.



Example Cont.

lteration 3
The estimate of the root is

_f(x,)
f(x,)

(0.06238)° —0.165(0.06238)" +3.993x10*

X3 = X,

= 0.06238 —

3(0.06238)° —0.33(0.06238)

4.44x107
—8.91171x10°°
=0.06238— (—4.9822x10°°)

= 0.06238

=0.06238 —




Example Cont.

Entered function an given interval with current and next root
and tangent line of the curve at the current root

>

0.0003 7
Y 0.0002 4
0.0001 4
o0z U
-0.0001
000021
-0.0003
Function
------------------ ¥2, Current root
x3, Mew root
Tangent line

Estimate of the root for the Iteration 3.



Example Cont.

The absolute relative approximate error |ea|at the end of Iteration 3 is

Xy — X
X,
0.06238 —0.06238
0.06238

%100

<.

%100

= 0%

The number of significant digits at least correct is 4, as only 4
significant digits are carried through all the calculations.



Secant Method-Derivation

)

>

f(xi)

f(xi1)

Geometrical illustration of the
Newton-Raphson method.

Newton’s Method
=X - f(Xi) (1)

X. .
1+1 [ f (Xi )

Approximate the derivative
f '(Xi) _ f(Xi)_ f(Xi—l) (2)

Xi T Xi—l

Substituting Equation (2)
Into Equation (1) gives the
Secant method

PR CO (G
f 04— (%)




Secant Method — Derivation

The secant method can also be derived from geometry:

f( ) . . . .
A The Geometric Similar Triangles

AB DC
f(x) . AE DE
can be written as
) _ F(x)

Xi o Xi+1 Xi—l o Xi+1

f(Xi.1)

R On rearranging, the secant
" ~* method is given as

. . PO —Xiy)
Geometrical representation of the X1 =X —
Secant method. %) — (%)




Algorithm for Secant Method

Step 1

Calculate the next estimate of the root from two initial guesses

OO0~ %)
() - F(X)

Find the absolute relative approximate error

1+1

X~ X % 100
X.

1+1

| =




Step 2

Find if the absolute relative approximate error is greater than
the prespecified relative error tolerance.

If so, go back to step 1, else stop the algorithm.

Also check if the number of iterations has exceeded the
maximum number of iterations.



Example

In Example 1, the equation that gives the depth x to which the ball is
submerged under water is given by

f (x)=x3-0165x°+3.993x10

Use the Secant method of finding roots of equations to find the depth xto

which the ball is submerged under water.
« Conduct three iterations to estimate the root of the above equation.
» Find the absolute relative approximate error and the number of

significant digits at least correct at the end of each iteration.



Example Cont.

Step 1

Let us assume the initial guesses of the root of f(x): 0
as X ; =0.02and X, =0.05.

lteration 1
The estimate of the root is

f (Xo )(Xo — X—l)

S f (%)= fxy)
_0.05— - (0-053 ~0.165(0.05)° f3.993x10-4)(0.05—o.02) |
" {0.05°-0.165(0.05) +3.993x10* ]~ (0.02° ~0.165(0.02)¢ +3.993x10™*

=0.06461



Example Cont.

Step 2

The absolute relative approximate error |, |at the end of
Iteration 1 is

X1 = %o
X
0.06461-0.05
0.06461

=22.62%

x100

<

x1

The number of significant digits at least correct is O, as you
need an absolute relative approximate error of 5% or less
for one significant digits to be correct in your result.



Example Cont.

Entered function an given interval with current and next root
and secant line hetween two guesses

0.0003
¥ 00002

0.0001

002 | 002 004 00ROC 0.2

10.0001 4

-0.0002 3

-0.0003

m— Function
xguess], First guess
¥fuessd, Second guess
¥T, Mew guess
mecant life

Graph of results of Iteration 1.
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Step 2

Example Cont.

lteration 2

The estimate of the root Is

X. = X — f(Xl)(Xl _Xo)
T )= f(x)
006461 (0.064613 ~0.165(0.06461)° +3.993x10™* )(0.06461—0.05)
| (0.06461° —0.165(0.06461)° +3.993x10~* ) (0.05° — 0.165(0.05)’ +3.993x10™*)

=0.06241



Example Cont.

The absolute relative approximate error |e,|at the end of
Iteration 2 is

X, =X
Xy
0.06241-0.06461

0.06241
=3.925%

x100

<

x100

The number of significant digits at least correct is 1, as you
need an absolute relative approximate error of 5% or less.



Example Cont.

Entered function on given interval with current and next root
and secant line between two guesses

00003
Y 0.00024
0.0001 -

ooz 1
.0.0001

-0.0002 -

000031

002 004 0

008 01 012

Function

¥, First guess
¥1, =ecand guess
i, Mew guess
oecant line

Graph of results of Iteration 2.
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Example Cont.

lteration 3

The estimate of the root Is

(0.062413 ~0.165(0.06241)" +3.993x10™ )(0.06241— 0.06461)

—0.06241—
0

=0.06238

06241° —0.165(0.06241) +3.993x10~* |- (0.05° — 0.165(0.06461)° +3.993x10*



Example Cont.

The absolute relative approximate error |e,|at the end of
Iteration 3 is

X3 — X,
X3
0.06238-0.06241
0.06238

=0.0595%

x100

<

x100

The number of significant digits at least correct is 5, as you
need an absolute relative approximate error of 0.5% or less.



