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Consider a factory that manufacture a ball bearing. 

How can one represent the diameter of a sample of 

these bearings? 

Consider a person measuring the temperature in a 

room. How can the data be represented? 

Variation in measured value is due: 

Measurement system (Resolution and repeatability) 

Measurement procedure and technique 

Measured variable (Temporal variation, spatial variation) 

Introduction 
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Probability and statistics are used extensively in 

reducing and presenting measured data 



We would like to represent the variation in 

measured variable x statistically by 

(P%)  ' xuxx 

'x

x

Where 

True value 

Mean value 

ux is the of uncertainty  interval  

P% = probability 
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N = no of data points=20 

How to represent this data by (P%)  ' xuxx 
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Example of 
sample data 



Concept of central value 

and probability 
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fj=nj/N nj Interval j 

0.05 1 0.65 ≤ xj < 0.75 1 

0.05 1 0.75 ≤ xj < 0.85 2 

0.15 3 0.85 ≤ xj < 0.95 3 

0.35 7 0.95 ≤xj <1.05 4 

0.20 4 1.05 ≤xj <1.15 5 

0.10 2 1.15 ≤xj < 1.25  6 

0.10 2 1.25 ≤ xj ≤ 1.35 7 

Frequency distribution 
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1)1(87.1 4.0  NK

Provided that 

N is number of data points 

Divide the range into several intervals (K)  
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How to draw a histogram for the data 

For at least one 
interval 

For large values of N 𝐾 = √𝑁 

8 



Histogram 
Central tendency 
value at maximum 
frequency 
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fj=nj/

N 

nj Interval j 

0.05 1 0.65≤ xj ≤0.78 1 

0.05 1 0.75≤ xj < 0.85 2 

0.15 3 0.85≤ xj < 0.95 3 

0.35 7 0.95 ≤xj <1.05 4 

0.20 4 1.05 ≤xj <1.15 5 

0.10 2 1.15 ≤xj < 1.25  6 

0.10 2 1.25 ≤ xj ≤ 1.35 7 
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Frequency distribution 

Histogram 



Probability density 
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Probability value changes from zero to maximum 1 



Samples of probability distributions 
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Samples of probability distributions [ Continued] 
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Normal Gaussian distribution 
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X’ is the true mean,  is the standard of deviation 
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Gaussian Probability Function Distribution  
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Standard of deviation is  

True mean value 

True variance 

Discrete data 

Continues data 

True mean value 

True variance 
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𝜎 = √(𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒) 



Infinite statistics (N) 

Normal Gaussian distribution function  
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Define: 



The probability of x to have a value between  
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Table 4.3 Error function 18 



Area =(1/2) P (-z1 ≤  ≤ z1) 

OR 

It can be directly found from table 4.3 

in your text book 
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Probability for z to be between 0 and any value z1 



20 



21 








 


2

2)'(

2

1
exp

2

1
)(



xx
xp

𝑃 −1 ≤ 𝑧 ≤ 1 = 0.6826 

𝑃 −2 ≤ 𝑧 ≤ 2 = 0.9545 

𝑃 −3 ≤ 𝑧 ≤ 3 = 0.9973 



Normal-Gaussian Distribution (cont.) 
Table 4.3 Probability values for normal error function, one-sided integral 
solutions for  
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0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 

0.0 .0000 .0040 .0080 .0120 .0160 .0199 .0239 .0279 .0319 .0359 

0.1 .0398 .0438 .0478 .0517 .0557 .0596 .0636 .0675 .0714 .0753 

0.2 .0793 .0832 .0871 .0910 .0948 .0987 .1026 .1064 .1103 .1141 

0.3 .1179 .1217 .1255 .1293 .1331 .1368 .1406 .1443 .1480 .1517 

0.4 .1554 .1591 .1628 .1664 .1700 .1736 .1772 .1808 .1844 .1879 

0.5 .1915 .1950 .1985 .2019 .2054 .2088 .2123 .2157 .2190 .2224 

0.6 .2257 .2291 .2324 .2357 .2389 .2422 .2454 .2486 .2517 .2549 

0.7 .2580 .2611 .2642 .2673 .2704 .2734 .2764 .2794 .2823 .2852 

0.8 .2881 .2910 .2939 .2967 .2995 .3023 .3051 .3078 .3106 .3233 

0.9 .3159 .3186 .3212 .3238  .3264 .3289 .3315 .3340 .3365 .3389 

1.0 .3413 .3438 .3461 .3485 .3508 .3531 .3554 .3577 .3599 .3621 

1.1 .3643 .3665 .3686 .3708 .3729 .3749 .3770 .3790 .3810 .3830 
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Assume a normal distribution. Using table 4.3 

find the probability that the value of x be In the 

range x’ 

since  
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from table 4.3 with z=1, the half side probability is 

0.3413. Therefore for the full sided probability is 

P=2*0.3413=0.6826 or 68.26 % 

Example on using Gaussian normal distribution 
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X1=10.0 
X2=11.5 𝑃 10.0 ≤ 𝑥 ≤ 11.5 =? 

𝑃 1 ≤ 𝑧 ≤ 2 =? 



)'( xx
z




𝑧1 =
10.0 − 8.5

1.5
= 1 

𝜎 = 2.25 = 1.5 

𝑧2 =
11.5 − 8.5

1.5
= 2 

Use Table 4.3 to find  

𝑃 0 ≤ 𝛽 ≤ 𝑧1 =? 

x1 x2 
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𝑃 0 ≤ 𝑧1 ≤ 1 =0.3413 

𝑃 0 ≤ 𝑧2 ≤ 2 =0.4772 

𝑃 1 ≤ 𝑧 ≤ 2 =0.4772-0.3413=0.1359 

The probability that x is between 10 and 11.5 is 13.59 % 

Example 4.3 continue 



Finite statistics 
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Sample mean 

Sample variance 
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Sample standard of deviation 

=N-1 = degree of freedom 
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Pvt ,

%)(         , Pstxx xPvi 

xPv st ,

 is the degree of freedom= N-1 

Uncertainty interval 

is t estimator ( student distribution) from table 4.4 as a 

function of  and P(%) 

As N, tv,p=z1, sx= 

Finite statistics (t-distrbuition)  
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Range of values of x 
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 is the degree of freedom= N-1 

Pvt ,

50, 90, 95 and 99 are the probabilities 

Evaluating 



N1, S1 N2, S2 

N3, S3 Nm, Sm 

Standard deviation of the means 
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Sample 1 Sample 2 

Sample 3 Sample 4 

Population 



Standard deviation of the mean 
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For several measurements, the means will have a normal distribution 



Standard deviation of the mean 

What is the mean if M replications were done? 

Each time with number of measurements =N 

N

s
s x

x 

True mean 

xPv stxx ,' 

By definition 

Standard deviation of the mean 
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𝑡𝜈,𝑝𝑠𝑥  
Represents the confidence 
interval of the mean value 
around the mean 



Distribution of x and distribution 

of the mean of x 
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N

s
s x

x 

xPv stxx ,' 

Standard deviation of the mean 

True mean 



Example 4.4 

Find 

a) Compute the sample 

statistics (sample mean and 

standard deviation sx) 

b) Estimate the interval of 

values for 95 % probability 

c) Estimate the true mean 
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Part a: Sample statistics 



Part b: Interval of values if P=95% 

%)(         , Pstxx xPvi 

Degree of freedom v=20-1=19 

From table 4.4 with v=19, P=95%, t19,95=2.095 

Range of values of xi within 95 % probability   

%)95(        0.331.02 )16.*093.2(02.1 ix

If one to pick one more ball the diameter will be 

between 0.69 and 1.35 with 95% probability 
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c)  true mean 

Standard of deviation for the mean  

04.0
20

16.0


N

s
s x

x

The range of the true mean with confidence 95 % is  

08.002.104.0*093.202.1' ,  xPv stxx

35 
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093.2  95,19,  tt Pv
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Pool statistics and  
Sec. 4.5 CHI-squared distribution is omitted 



Regression Analysis 

  iici dyy  ,

iy

icy ,

Given data points: (xi, yi) 

cy
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Regression Analysis 

 A procedure to get a relation between 

dependent and independent variables 

For each value of x, there are n values of y (scattered) 

Total number of data points is N 
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Regression Analysis 



Regression Analysis 
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Least squares method 

Number of constants to be found is m+1 

Sum of square of deviations 

Requirement: Reduce D. i.e. D0 
41 
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Objective: Minimize the sum of 

squares of deviations 

Least squares method 
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Least squares method 
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Least squares method for 2nd order curve fit 
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Least squares method 
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If only y variation is considered (common in measurement) 

then the curve fit is statistically described by: 
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Standard error of the fit 

 is the degree of the freedom  )1(  mNv
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Considering the variation of both dependent and 

independent variables, the confidence interval 
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Statistics of the fit 



Linear Polynomial 

Correlation coefficient 
2
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Where 

0.19.0  r Good or reliable fit When 

R2 is called the coefficient of determination. Excel Tendline can 

show this factor on the curve 

Coefficient of determination, r2 

r and r2 are not effective estimators of the random 
error in yc 
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Examples 4.8 & 4.9 yi xi 

1.2 1 

1.9 2 

3.2 3 

4.1 4 

5.3 5 

5 

15.7 15  = 

yx=57.5, x2=55 

N = 
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Two equations in two unknowns 

a0 =0.02, a1=1.04, r=0.9965 (correlation coefficient) 

If you have CASIO 880P use 6510 LIB 

Vxyc      04.102.0 
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Uncertainty interval for probability of 95% 
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%)95(    23.002.004.1 x

Examples 4.8 & 4.9 Continue 

From table 4.4 
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Summary of relations 



Example 4.10 

See your textbook 
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Data Outlier Detection 

How to detect data that is outside the normal variation? 

Wrong data causes 

  offset the mean 

  inflate the random error 

  influence the least square correlation 

Once the outlier data is removed, the statistics are 

re-calculated 
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Chauvenet’s criterion 

Outlier data point having less than  1/2N 
probability of occurrence 

1 − 2𝑃 𝑧0 <
1

2𝑁
 

Test criterion 

if 
Data point could be 
rejected. 

Data Outlier Detection 

Calculate sample statistics i.e.  xx s   and   

𝑧0 =
𝑥 − 𝑥 

𝑠𝑥
 Calculate 



Example 4.11 

10 9 8 7 6 5 4 3 2 1 i 

27 18 28 29 24 29 28 27 31 28 xi 

Required: Statistics and outliers 

8.3s   ,27  xx

For data point x=18 4910.0)(    ,368.2
8.3

2718
00 


 zPz

[1-2P(z0)]=[1-2*0.4910]=0.018 ≤ 0.05 

For the remaining 19 data points 0.2s   ,28  xx 57 

Chauvenet’s criterion   1 − 2𝑃 𝑧0 <
1

2𝑁
 1/(20)=0.05 

Therefore this data point can be rejected 

From table 4.3 



Number of measurements required 

%)(          ' , Pstxx xPv

Confidence interval CI 

N

s
tstCI x

PvxPv ,, 

One sided precision d=CI/2= 
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Range of values of x with certain probability 

This is equation has two unknowns N and sx 58 
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A trail and error procedure is utilized to find N 

Or If for N1 measurements one has calculate s1 then 
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Additional NT-N1 measurements will be required 
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Example 4.13 Given: 21 measurements, S1=160, CI=30 units, 

P=95% 

Required: Total number of measurements required 

15
2


CI

d
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2

195,1
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T

tv,P=t20,95=2.093 

Use 

%)95(           125
15

160*093.2
2









TN

Therefore additional (125-21)=104 measurements will be required 

to achieved the required confidence interval 60 
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