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If P(A)> 0 then P(B|A) = F’(F’j(Q)BX

It is mean that the probability that A occurs given that ( we know) B occurs.

Example 1.

A coin is flipped twice if assume that all four points in the sample space

are equally likely. What is the conditional probability that the both flijps
results in heads, given that the first flip does?

Solution:

S={HH,THHT,TT}

P(HH) =1/4

Let H, = {HH}, and H, = {HT,HH|

Now

P(HZ‘Hl):P(HlﬂHZ): PHH)  PHH) V4

P(H,) P(HT,HH) P(HT)+P(HH) 14+1/4 =y2.
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% Example 2 :

A family have two kids, what is the probability that they are both boys, given that
/) the older is a boy?
/1) at least one of them is boy?

Solution.

S = {bb,bg, gb, 99 |
) P(bothboy | older boy) =~ (0Othboyolderboy) __P(bb) __ Y4

= =1/2.
P(older boy) P(bg,bb) 1/4+1/4

P(bothboy( at least one of them boy)
P(at least one of them boy)
_ P(bb) _ 14 13
P(bg,gb,bb) 1/4+1/4=1/4

ii) P(bothboy | at least one of them boy) =
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P(ANB)=P(A)P(B|A)
P(BNA)=P(B)P(A|B)
In general

P(A,NA,N.NA,) =PA)PMA,|A)PAAA,)..PAA, |AA,..A_).

Example 3.

Suppose that un urn contain 8 red balls and 4 white balls. We draw 2 balls
from the urn without replacement if we assume that at each draw each ball
in the urn is equally likely to be chosen, what is the probability that both balls
drawn are red?

Solution.

e using first method

8
P(RR) = g—z =0.42.

12
2
e using probability product (multiplication rule )
8 7 56 042

P(R,R,) = P(R,) xP(R,|R,) = —x— = — =0,
(RR;) =P(R))xP(R,|R)) 211" 13
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Prove that

P(A\ B) is satisfy the axioms of probability

Proof:
Since :P(A|B) = P(AN B)
P(B)
e Axiom (1):0<P(A)<1
--P(AB) >0,
- P(B) >0,
- P(A|B)=0.

e Axiom (2):P(S) =1

P(SB) _ P(B) 1

P(B) P(B)

e Axiom (3):mutually exclusive if A,,(i=1,...,n) are n mutually excusive then

P(CJAi | B] ) P(QAi N Bj ) P[QAi Bj

P(S|B)=

P(B) P(B)
Zn‘,P(Ai NB) Zn:P(B)x P(A|B)
PB®  P(B)

PEYPAIB)
= ) :%P(AJ B).
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s Example 4:

Urn 1 contains 2 white and 4 red balls, where urn 2 contains 1 red an

ball. A ball is randomly chosen from urn 1 and put into urn 2, and a ball is then

randomly selected from urn 2. what is

/) the probability that the ball selected from urn 2 is white

) the conditional probability that the transferred ball was white, given that
a white ball is selected from urn 2.

Solution.

1) Let W1 is a white ball from urn 1, W2 is a white ball from urn 2, R1 is a
red ball from urn 1, and R2 is a red ball from urn 2.
Urn 2 will contains 3 balls after first chosen
P(white ball from urn 2) = P(W,) = P(W,W,) + P(R, W,)
= P(\Nl) P(Wz | Wl) + P(Rl)P(W2| Rl)
(2 zj (4 1}
=| —=X—|[+]| =%X—
6 3 6 3

228 om

18 18 18

P(white ball from urn 2) = P(W,) = P(W,W,) + P(R, W,)

2 2 4 1
(GG [S G B g
cc c)lccc) 18
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11) The conditional probability that the transferred ball was white,
given that a white ball is selected from urn 2.

PW, NW,) _ PW, NW,)

P(W,|W,) = =
P(W,) P(W,W,,R,W,)
B P(W,W,) _ 4/18 B ﬂ B i
P(WW,)+P(R,W,) 818 8 2
If A1, A2, ..., An are n mutually exclusive and exhaustive events, that is

S=A,UA,U..UA, = LnJAi .
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Theorem of total probability

If A1, A2, ... , An are n mutually exclusive and exhaustive events then for any
Bc S, P(B) = iP(A )P(B| A).
Proof:

We know

s—UJa
i=1

and B=BNS= Bﬂ[LnJAij:LnJ(Ai N B)

i=1

i=1

B _L”J(Ai NB) = P(B) = P[LHJ (A N B))
Since A, are MEE
B=3 (A, NB)=P(B)=> PA NB)

Using multiplication rule of probability

P(B) =D _P(A))xP(B|A)).
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Result:

If AcS then for any B<S we can calculate P(B) as P(B)=P(A)P(B|A) + P(K)P(B\ A)
mutually exclusive exhaustive events.

Bay’s Theorem

If A1, A2, ..., An are n mutually exclusive and exhaustive events, and
B occur if one of Ai’s occur

P(ANB)_ P(APBIA)

P(A | B)= n
P(B) > P(A)PE| A)
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proof:

B=J(anB)

and P(B) = Zn:P(Ai)P(B| A)

i=1

P(A.NB) _P(APBIA) _ P(A)PE|A)

then P(A,|B) = -
PE) "B S Ra)rE|A)

Result:

P(AP(B| A —
(A)P( | ) —because A and A are MEE.

If AcSand v B S then P(A|B) = P(A)P(B|A)+P(A)P(B| A)
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s Example 5:

A bin contains 3 different types of flashlights. The probability that a type 1 flashlight
will give over 100 hours of use is 0.7, with the corresponding probabilities for type 2

and type 3 flashlights being 0.4 and 0.3, respectively. Suppose that 20 percent of the
flashlights in the bin are type 1, 30 percent are type 2, and 50 percent are type 3.

1- What is probability that a randomly chosen flashlight will give more than 100
hours of use?

2- Given the flashlight lasted over 100 hours, what is the conditional
probability that it was a type 1 flashlight?

Solution:

1.Let A denote the event that the flashlight chosen will give over 100 hours of use,
P(A)=P(typdd N A)+P(type2NA)+P(type8NA)

= P(A| type)P(typd) + P(A| type2)P(type2) + P(A| type3)P(ty pd)
= (0.7)(0.2) + (0.4)(0.3) + (0.3)(0.5) = 0.41

2 Pltypal A)= PtypdNA) _ Ptype)P(Altypd) 02x07 _ .,
P(A) P(A) 0.41 o
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% Example 6:

A class contains 30 students, 12 boys , and 18 girls, 4 boys and 8 girls are

superior. If we choose one student randomly chosen, what is probability that :
1- The student is superior.

2-The student is superior if the student is girl.

Solution

1-P(super)=P(boy &super)+ P(girl &super)
=P (boy|super)P(boy)+ P(girl | super)P(girl)

12 4 18 8
= —x— |+| —x—
30 12 30 18

_ 48 144
360 540
—0.13+0.27

=0.4.
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P(girl Nsuper) P(girl)P(super girl)
P(super)  P(super(girl) + P(super( boy)
_ (18/30)x(8/18)
- (12/30)
_ (144/540)
~ (12/30)
027

04
— 0.67.

2 — P(girl | super) =

Definition: Independent Events:

Two events A and B are independent if knowledge that A has occurred does not
change the probability that B. ~ P(ANB)=P(A)xP(B).
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Example 7:

Two coins are flipped and all 4 outcomes are assumed to be equally likely. If E
is the event that the first coin lands heads and F is the event that the second
coin lands tails, prove that E and F are independent

Solution:

E ={HH,HT}, P(E) =%

F={HT,TT}, P(F)=

NN

ENF={HT}|= P(EﬂF):%

2 2 4 1
PE)xP(F)==xZ=—==
(E)><P(F) 4X4 16 4
SP(ENF)=P(E)<P(F)

..E & F are independent.
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Note:
If A and B are independent events, then 1)AB. 2)A,B. 3)AB.

are also independent events.

Proof:

3) P(ANB) =P(A)-P(ANB)
= P(A)-P(A)P(B)
=P(A)L-P(B)]
= P(A)x P(B).
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% Example 8:

Let A and B are independent events with P(A)=0.2 and P(B)=0.5 find P(K M B)
Solution:
P(ANB)=P(A)xP(B)=0.2x0.5=0.1.

Definition:

The three events E,F,G are said to be independent events if EF, EG, FG, EFG are
independent events.

P(ENF)=P(E)x P(F)
P(ENG)=P(E)xP(G)
P(GNF)=P(G)xP(F)
P(ENFNG)=P(E)x P(F)xP(G).
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that (AUB)C1s independent if A, B, C independent events.

Proof:
P[(AUB)C]=P[ACUBC]
— P(AC)+ P(BC)—P(ABC)
= (P(A)xP(C))+(P(B)x P(C))- (P(A)x P(B) x P(C))
=[P(A)+P(B) - (P(A)x P(B))]x P(C)
=P(AUB)xP(C).

Example 9:

If S={1,2,3,4} and A={1,2}, B={1,3}, C={1,4}, prove that three events are
independent.

Solution:

P(ANB)=P(A)xP(B)
1/4=2/4%x2/4,  then A,B are indep.
P(ANC)=P(A)xP(C)
1/4=2/4%x2/4,  then A,C are indep.
P(BMNC)=P(B)xP(C)
1/4=2/4x2/4,  then B,C are indep.
P(ANBNC)=P(A)xP(B)xP(C)
1/4#2/4x2/4x2/4,  then A,B,C are not indep.(dependent).
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Note:

When P(A) >0 and P(B) >0 then mutually exclusive events = independent events

When P(A)=0 or P(B)=0 independent events —> not mutually exclusive events

Example 10:

Suppose that we toss 2 fair dice. Let E1 denote the event that the sum of the dice
is 6 and E2 denote the event that the first die equal 4. Prove that E1 and E2 are

independent.

Solution:
E, ={(1,5),(24),(3,3),(4,2),(51)} = P(E,) = %
E, =1{4.1),(4,2),(4,3),(4,4),(4,5),(4,6)} = P(E,) :3_66
E,NE, ={(42)}=PE,NE,) = %

P(E,)<P(E,) = P(E,NE,)
..E,and E, are dependent.
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% Example 11:

Two fair dice are thrown. Let E denote the event that the sum of the dice is 7. Let
F denote the event that the first die equals 4, and let G be the event that the
second die equal 3. Prove that the three events are independent.

Solution:
6

E ={(1,6),(2,5),(3,4),(4.,3),(5,2),(6,1)} = P(E)= %
6

F= {(4,1), (4,2),(4,3),(4,4),(4,5),(4,6)} = P(F) = %

6= {(13),(23).(3.3).43).6:3).6.3)} = P(G) = -

1 6 6 1 36
PENF)=P(E)xP(F)= — =0, 1 _ 55
(ENF)=P(E)<P(F) 36 36 36 36 1296

..E, F are independent.

1 6 6 1 36

PENG)=PE)xP(G)= — =2y O 1 _ 355
(ENG)=P(E)xP( )= 36 36736 36 1296

..E, G are independent.
1 6 6 1 36
P(FNG)=PF)xPG)= —=—x—=> —==——
(FNG)=PFIXPO)= 2= 25735 = 36 ~ 1206
..F,G are independent.
1 6 6 6 1 36

PENFNG)= P(E)xP(F)xP(G):g 36736735 = 35 " 1298

..E,F,G are dependent.
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